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, Seve Igorithms were investigated which would allow a vser to interact with an
avtomatic documeﬁ?\getrieval system by requesting relevance judgments on selected
sets of documents. 'Two viewpoints were taken in evaluation. One measured the
movement of queries toward the optimum query as defined by Rocchio: the other:
measured the retrieval experienced by the user during the feedback process. Both
methods indicated that relevance feedback was effective. When only relevant
- document vectors were used, the algorithms provided equally good retrieval.
Algorithms using nonrelevant document vectors for feedback improved the retrieval
obtained by these users without requiring additional relevance judgments. No single
feedback strategy was found to give superior retrieval for all queries. However, all -
relevance feedback algorithms tested improved the average retrieval obtained. (RR)
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Summary

Al

Many automatic document retrieval systoms represent documents and

¢ A

: requests for documents as nuteric vectors that indicate the subjects

s

treated by the document or query. This study investigates relevance feed-

back, a process that allows user interaction with such a retrieval system,

/ [
/ .

The user is presented with a sméil set of possﬁgiy relevant d0cuﬁents,;and
is asked to judge each as rél&vant‘or nonre%gvgnt to his rgquest. fhé nu-
meric vectors repiesenting the judgea documents are used'to modify the»pu-
neric vector representing the‘query;‘and the new query vector 4s used to
r%trieve a‘mﬁre appropriate set of docunents. The relevance féedback pro-
cess can be iteréted as often as deéired; Sevéral feedback algorithms are
investiéatéd in a collection of 200 agbuments and 42 queries. Two distihct

¢

viewpoints are taken in evaluation; one measurcs the movement of the query

T LT R T s

vector toward the optimum query defined by Rocchio, the other measures the
retrieval experienced by the user during ‘the feedback process. S%ygfgi

performance measures are reported from each evaluation viewpoint. Both

Ay

evaluation methods indicate that relevance feedback is an éffective process. ;

all aféorithmshtestedvthét use only relevant document-vectors for

L)

feedback prdvide equally good retrieval. Such algorithms shoqid supply
vadditional documentsvto any user who judges every document pfesénté&“fé? ——

feedback to be nonrelevant. Algorithms using;ﬁbnreleﬁant*dbéumeﬁt'véctors |
. g ’ , . : . ‘ ' %
for feedback improve the“retrieval cbtained by these-users‘wiéhoéy requiring -
additibﬁéi :eievanéé judgments. s ’ l ' 5
| " ,tée a;suhpﬁion’

4

T
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, ‘ T .
vance feedback algor#thm.is~00mpletely appropriate for the experimental

0] - "

\
.
' A

environment is éhpported by a’hypotheéis that éxplains the observed con-

i
‘.' ¢

trasts -between the behavior c¢f strategies using only relevant documents for

- o LA . o)
o feedback and thatﬁpf'stratcgies using ncnrelevant documénts. This hypothesis

\

states that for mogt-guéries, some relevant document vectors are separated

from'othersfby one or more nonrelevant document vectors. The implications

- . - { o

. of this result for future research in relevance feedback, partial search or
multi-levgl\strategiqs, multiple query strategies, r%guest clustering, and

document vector modification are discussed, and useful evaluation measures

2N . ]
o 4 ) ¢

and new algorithms for these areas are suggested.
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A

. Synopsis

The present proliferation of technical and scientific books

and articles is too much of a good thing. The so-called "information
explosion" has created a need for new methods of document classifica-

tion and’fétfieval with the following characteristics:

-
’ N *
1) The number of expert indexers and librarians obtainablé
is completely inadequaté for processing such & walume of

information, even in a cursory manner. An autuustic.com-

puterized system is needed. [1]

2) Even with high speed computers, the retrieval operatioh

must be simgle in order to minimize time and cost.

i
3) The user should not be required to understand the detailed
' opefation of the system. For this reason, the system

,should ideally respond to information requests in natural

‘language.

al

This study deals with an experimentai automatic document re-
trieval system that meets these requirements. Within this experi-
mental system, several retrieval algorithms that permit'user inter-

action with the search process are evaluated. All cf these techniques

s

employ user judgment of the relevance of certain selected documents to

?is request, and are called "relevance;feedback" algorithms.
 Section I of this report describes several methods of auto--

matic document retrieval, and details the experimental retrieval sys-

AY
-

tem used in this study (the SMART system [3]). Section II examines

several means of user interaction with an automatic retrieval system,

" and summarizes the results of some prior experiments with user inter-

action in the SMART system, In Section III the results of earlier.

xii




Il

experiments with several relevance feedback algorithms are presented.

mation retrieval system are discussed, anl’ the avaluation measures and
.; ! statistical tests used in this study are described. Section VI.contains

4 * the results of relevance feedback experiments in five areas. 1In Section

-
a
#
8

K

the documents judged 1

AP Sy

e T

Y ———

PN

*

back. Section VI-D invéStigates\strategies that use information from
4 3 h

IS Re——

¥

. v o
L relevant and nonrelevantadocumentéy\and Se&tion VI-E further studies
. _ \ ,

+ 3 \

[

Ty f

‘theacomparative usefulness of the%? sérétegies for different types of

*
i

the last ‘Séction of this study, the results

"queries. Id Section;YLLf

&
¢

.

of these rélev

dations for‘inngfétgive document retrieval systems, and to suggest
/ .

guidelines for future experimen}s with regard to relevance feedback

algorithms, evaluation of feedback pg}forménce,‘partial search stra-
, i :
tegies, multiple query strategies, réquest clustering, and permanent

&

N 3 v "v‘.’
P document vector modification.

a

e
v

- Xiii

Section 1V details the featutes of the experimental environment of this

¢ study. In Section V, means of evaluating the performance of an infor-

......VI-A relevance feedback results in.two document collections are compared,
Section VI-B compares feedback algorithms that use only information from
. ' I .
,4elevan§5 by the user, and Section VI-C examines

the effect on these aléBE;tﬁﬁsﬂof,tﬁe number of documents uscd for feed-

Y

-4.‘“ ] V4 ) . X
ance feedback experiments are used to support recommen-

-
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I-1
Chapter I

Automatic Document Retrieval Systems

The conventional library classifies documents by numeric. subject
codes which are assigned manually (Dewey‘deciﬁal system, Library of Congress
system). Cross-indexing ?f?brovided in a card file by "subject" title,

e

and author. Both the numeric¢ ifidex and the "subject" cross~indexing may
. _be inadequate foxmretriéVal.. A book on the .intersection of two subjects - -

(e.g., "The Aerodynamics of Birds") or on a new subject (e.g., automata

theory --- is it mathematics, éomgpte; science, logic?) is hard to classify
and therefore hard to find, unless the-librarian is asked where he filed

it. A fully automatic system must duplicate the function of this librarian

b

by extracting information from a natural language request and retrieving

érgcisely those documents most.l;kely to be needed by the requestor.
' One method of subject classification that is used 'in automatic
/ f% | ;etrieval systéms assigns téyeach document a list of subjecé'identifiefs,‘
often called "keywords". This list can be treated as a binary vector by
associating a position.in the vector wiﬁh each possiblé keyword in the
u retrieval system. The Valué in a vector poéition is ggg;if'the\associated
Q i j . keyword is assigned to the document described By thé vector, Eggg_bther-
wise.,'Retrieval systems operated by NASA and by the N;tional Library of'
f | ;. ~ ‘Medicine iMedlaxs) use this type of sukject clasﬁification}[Z).‘ In both
of these automét;c :etrieval systems, keywords are assigned to documénfs‘

! ‘ N ®
manually by subject experts.

' , An extension of keyword indexing represents'each document as a v
1 /’ positive weighted concept vector rather than a binary vector. Each classi-

= fication concept is weighted to indicate its importance in the document. '//




!

In the SMART retrieval system, these concepts and weights are assigned by

automatic processing offthe'natural language text of each document or

7 %

&
-
s

ébstract (3. //

The user's query in an automatic infoimation retrieval system can

»

-take several forms. The user may be %sked'to formulate his query using

a restricted language. This langquage usually_includes the set of keywordsg: -

. A . . ' .
. defined for the collection and sometimes the Boolean operations "and",

"or", and "not". In the NASA system the user can assign values fo each
keyword instead of using the logicai operations; éroés—referencing ayd
hierarchal'relationships among“keywords can be used in both the NASA and
Medlars systems to refine or expand the user's initial query. Both systems
reéuire the user to understand the indexing'syStem in order to formulate
effective search.requests.

In the SMART retrieval system, the usgr is asked.to phrase his
query in natural language. The query is thgn processed in the same way as
the document abstract, and a query concept Qector is created. Logical

relationships are not used in the qﬁery analysis. : B

SMART provides a fully automatic information storage and retrieval

. system of relatively simple form. Document abstracts are analyzed to

=

construct representative concept vectors which are stored in the computer.

When a user types a natural-language request.into the system, it is con-"

o

verted to a concept vector representation in the same manner. Several ' ]

types of automatic text-to-vector conversions have been used with the

SMART system ([3]. A list of common words to be‘ighored in constructing‘




-the concept vector is provided. A suffix dictionary is used to reduce alk

N

words to word stem form. A word stem thesaurus which treats each distinct

word stem as a concept in the concept vector is used as an experimental

2

standard. ' Frequency characteristics may be used to eliminate some concepts

-

("partial stem thesaurus"), for example, words occurring less than five or

more than 100 times in a given colleCtion may be eliminated. This studyv

uses a thesau*us which was constructed seml-automatlcally for ‘the subject

i

area of,aeronautical engineering. This "regqular thesaurus" recognlzes

synonyms; that is, it conveftS"words of the'same_meaning to'the‘sameQCOn-

cept,'providing better retrieval performance than tneistem thesaurus ([(4].
The degree of relationship between a query and a document is deter-

mined in the SMART system by some “distance function" of the query and

document - concept vectofs.- The most effective of the distance functions

tested in SMART appears to be.the cosine correlation, which measures the
angle between concept vectors in n—dimensional space [4,5]. The: COSlne
coefficient of two concept vectors ranges from O to 1, and 3 found by the

formula

n
) r, s; .
cos (r,s) = 1 .

-n,
\/[VZ r z si
1

The process of determining the relationship of each”document in the

collection (or some subset thereof) to the usexr's query is called a "search"
{ S -

" operation. The distance function is used to assign to each document a

R A A o i it ot ik
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- Search" algorithm, performs one search operation using the entire document

e AU A g o 0 e

. . . : AN ' ' .
~ranked list resulting from the search operation., In an operating system

7‘”‘\ ..‘/ - : /

correlation cocfficient indicating therrelationship between the concept
vector for that document and the query vector. - The -document identification

numbers are then ordered by correlation coefficient and are assigned ranks

from one to N (number of documents being searched) for evaluation purposes.
The documcnt cost closcly related to the user's cuery is assigned theﬁxank'

1l (considered the "highest" rank).
| .

')

©  The retrieval algorithm is the ¢goal of any informaticn retrieval

system. For each query, the system must p:oducé a setlof docurents relevant
to the requestor‘s‘peed. in fhe SHMART system‘the‘;etrieval a]gofithm can

b¢ varied experimentally. ‘The retrieval algorithn applies the search .
Qperation; it mev select subscts of documants to be searched, and it may
conduct several sea;ch'operations-in response to one user request. . The
details of the retrieval cperation are the primary‘qdncegn“of ;his study.

One of the simplest retrieval algorithms. here called the "full

4
’ I'd

colliection, and selects for retrieval the highest n documents in the
. 4 L] ' \\ .

each user could select this n; in the SMART sysﬁem»n is an experimental

' ‘ ¢
parcmeter.
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Chapter 1II

User Interaction With An On-Line Retrieval Systenm
. . / . ‘ -
Fd

-

The full search retrieval algorithm returns to the user the n N

documents with concept vectors "closest" to the query- vector as measured by

I
AR

the angle between vectors (cosine correlation). 1If the user's original

‘query is an accurate and complete description (in "concepts") of his need

and if the documents relevant to the user are clustered "close" together in o
R theispace of concept vectors, thislalgorithm cag#isolate these féw\relevant )

items from a largevcollection of irrelevantimaterialiffﬂowever,ineither of

these conditions is common in practice. It is evident from experiments‘

with the SM;RT system that a user- familiar with the subJect aiea but énaware

of vocabulary and word frequency‘effects‘on the search process is unlikely‘

to formulate-an initial query-that provides optimum retrieval [6]. It is
unreasonable, however, to expect each user to underetand the fine[details

of the document classification system._A , | .

Further, there isevidence’in thejexperimental document’collzctiOn.
used here.that the documents judged relevant by .the usersiare not always
,clustered ngatly in thevconcept vectOr‘space. Even with full knowledge : R -
of the document collection it i; often impOSSible to formulate a Single
query that w1ll rank all relevant documents above all nonrelevant;docu-
t‘ments. This may indicate flaws in the text-to-vector mapping used for A. /
this study. However the needs of the human users of document céllections
. are so diverse that a subject classification system appropriate for all

4 . : g . !
queries‘may not exist, or may be impracticaluto implement o | .

‘ Since the user s original query is often inadequate, some sort of

“user interaction with the retrieval operation is deSirable. .The.user of a-

'

e e e Ty rae e <im f e e



manual retrieVel system such as a li%rary might at first ask a generalyand
unclear question. The librarian, using his knowledge of the»docpﬁént

‘collection, might then ask the ﬁser a few questions and show him a few

books in an attempt to pinpoint his needs. Recent technological develop-

ments encourage the investigation of similar types of user fecedback in

automatic retrieval systems. Larde éapacity'random access memory devices
allow the storage Of'nétural'language'decumept;tigies‘and'abstracts. On-\

~line low speed terminals and time-sharing techniques may be used to provide

~real time interaction with many users at once, at several convenient loca-

Y
T
- ~

tions.

Two major considerations arise in such an on-line system. In the

present.batgg-processing systems, such as NASA and Medlars~[2] immediate —;

response to the user is not necessary. In an interactive system the com-
puter time required to process a single query takes on a new importance.

The low 1nput—output speeds of those terminals approprlate for inter-

-

v

actlve appllcatlons introduce a second limitation . [7] For example, typlng
out a 51ngle document abstract on a typewriter terminal could ea51ly con-
_\,

sume more tlme than the~computer retrieval opevation. An interactive

.document regtrieval system therefore reguires an efficient retrieval algo-

o

rithm and a\minimum of neééeg;ry interactive input and output.

Sevefél*methqu«of user interaction have been tested in the SMART

o~
~,/

system using the document céllection emp%p?éé/ in this study (the 'Cranfield
200" collection described in Section IV). Results of this investigation [6)

are summarized below.




‘The interactive gtrategies tested cin be divided into pre-searxch

and édst-search algoritbms. In pre-search.interéctien, information is
-presented to the user and a‘new query is ceﬁstructed by him before the
search operatlon takcs place. -The “repeated concepts" algorlthm asks - the
user to choééé”SBé”or more ‘of his query terms to be repeated for erphas1s.
The "word,frequency" technique.displays for_tbe user the frequencles with
which his query terms occur in the document collection;ﬁlThe user is then.
invited to eliminate er change query terms that are t;o cemmon or too nge
to be useful forretrieval.'}Botb of these displays help‘the‘uninformEd
user-to take aduautage of the effects of W d freuxeney in a r%t :\val

system using frequency-weighted vectors for”‘ cument claSS1fucat10 ~The

"thesaurus display" supplies synonyms and teyx

initial query from a stored thesaurus.appropriate to the subject area. The

"thesaurus'used for this display in referénce 6 is the “regular*thesaurus“
descrlbed in Sectlon Iof thls report. ‘Since the sahe thesaurus éen be
1ncoroorattd autematlcally into the SMART system, manual and automati%~(

" thesaurus procedures are compared 15 rererenee 6., The autometic applica—
tlon of the thesaurus to document.and guery vectors glves better retrleval
results thun the manu al thesaurus dlsplay,'except at low recall 1evels.

"he source dOCument d:splay“ exhlb ts concepts ass1gned +o a reievant

ddcument known to the user before_retrleval; ‘hen this dlsplay is used in

k]

‘s related to the terms of the

e

addition to the automatic thesaurus, results‘are better than with automatlc-

N . . -

thcsaurus alone. \~

:

Post-search technlques dlsplay the part1al results of an 1n1t1a1

-
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scarch operation so that the user can reformulate his query and regucst

another scarch. These algorithms may be iterated as often as tﬁe user
desire;. All post=-se¢arch algorithms share a common dgsadvaniége, the com-
puter time required for several search.operations. The time is well ipept,
however, for all post-secarch technigues investigateé give bettér retrieval
éhan automatic thesaurus display. "Tiile display" which displays the
titles of the ﬁ}rst n (in this reference n=5), documents retrieved by the
initial query, provides better retrieval than thesaurus display except at
high recall. "Abstract display", which displays n full abstracts, requires
more output time and more time for user thought, but gives consistently.

.
bettei’performance than title display. A variation of "relevance fcedback",
the technique investigated in this stuéy, gives retriwval results nearly
comp;rable to abs.ragt display. Moreover, this report gives more effgcti&e
variations of the felqvancq feedback algorithm than the version used by
Lesk ana Salton.: when pre-search and post-scarch inform;tion is combined,
manual thesaurus display folléwed "by abstract display gives better retrieval
than either method alone. Adding wo;d frequency information to the combi~-
nation is helpful when the word stem thesaurus is used.

Estimates of the search cost per query show that abstract display,
which gives the best overall performance of the methods tested, is the
most expensive. The other post-séarch algorithms, titlé d;splay and relef
vance‘feedback, are more cosily than any pre-search«me4hod. Relevance

feedback requires the least user effort of arly post-scarch strategy. Lesk

13

-

*Lesk and Salton use the Qo Strategy with N egual to 5.
See Sections VI-C and VI-D for more effectivg algorithms.

bd ¥
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~tains a more detailed description of the subject than a user would-care to

I1I-5

and Salton (6] recommend the following algorithms:

a

a) For normal users‘needing high recall, automatic thesaurus

followed by automatic relevance feedback.

'b) For highest precision when high recall is not required,

word stem matching followed by title display.

c) Por expericnced and patient users needing’maximum perfor-
mance, thesaurus display plus frequency information followed

by abstract display.

‘The Lesk and Salton study shows that rclevance feedback is one of
the most effective usci: interaction techniqués. In relevance.feedback,
the user is given a small set of items retrieved using hiﬁyoriginal query.
He is then 'asked to judge which items of this set are relevént to his neceds.

This inforrmation is used to automatically produce a new query for another

‘search. This feedback process can be itcrated ‘as oftcn as desired. Rele-

vance feedback has a definité psybho;oégcal advantage over abstract display}
the user is not requi?ed «+0 make sophisticated decisions in rephrasing his
;wn query. Instead, he can supply much information ‘to the .retrieval system
at little effort by saying in effect "I want4documents on the same subject
as this document”., The stored abstrac& of.a’chosen relevant document con-
type as a ;uery; In the experimental collection, the éocument vectors

have approximatély ten times as many concepts as the query vectors, so the

user submits a ten times more detailed "query" simply by typing a document

identifying number.
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t

The/§isadvantages of relevance feedback should be reiterated. Like
v

abstract display, relevance feedback requires the system output of document

abstracts or information of comparable detail. Also, multipls scarches of

the document collection arc made., Designers of retricval systoms must

decide whether the exira output time and computcr time Is justified by the

retricval improvements obtained.
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Chapter III
Prior Investigations

Of The Relevance Feedback Retrieval Algorithm

— »

Rocchio [8,9,10] suggests an algorithm for relevance fecedback based
on the properties of the distance function used. 1If the set of relcvant
documents is known, the query that will be "closest" to this set of docu-

ments and furthestffrom'the set of non-relevant documents can be formed,

by

h)

If the cosine correlation is used as a distance function, this ideal query -

is

N i N i
‘r r S S :
q = N > T - N, ; ==
WA 1 /oh? |

where each r~ is the vector describing a document relevant to the user's

query, and each s is the vector describing a document not relevant. Thus:
. .

N is the numbgf of documents in the collection that are relevant to the

request, and Ns is the number of non-relevant documents, or the remainder

of the collection. ' : ¥

. : \
This ideal query is useless for retrieval, because if the docu-

ments releVant to each request werepknown, a retrieVal oéefatiog would not
.- be needed. Rocchio suggests that t* idealquéry might be appfoaéhed by
iteration. The géer-islasked to make relevance ju&gments on a small-
rgtrieved set of documents, and this set is uSQd o update the former

query as follows: -

, ' \ ) ' nr ri ns si ,
»
. =nng +n - n A
| qJ.+1 r Sql s}{ rz : () \
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’ where nr and ns are the numbers of ‘relevant and non-relevant documents
c 4 '

i ; /

retrieved by the previous search operation.

Rocchio investigated rclevance feedback using .formula A and t?e
SMART retrieval system [9]. A set of seventeen natufal language search
requests and a ‘collection of 405 abstracts of articles published in IRE
Transactions on Electronic Coﬁputers (March-September,11958) were indexed
using a SMART regular thesaurus (Section II). Relevance judgments for
the samble queries wére éonstructed by & manual seaich of-the entire docu-

ment collection. Average retrieval results for the collection described

are impro%éd by two iterations of the relevance feedback process described
in formulé A. Rocchio suggests construction of multiple-quéries Qhen the
documents desired are not clustered in the document vector space.
| Another investigation of a relevance feedback s?stem was based on

thé;ADI collection”, a collection of 82 documents presenteé at a confer-
ence on documentation. Thirty-five queries were constructed for this A
collection, and the documents considefed reievan£ to those reqdestsvweré \\\
. _specified.by the two origidators of the queries. The investigation of

‘relévance feedback in the-ADI colleétiOn was’conductedby Riddlef Horwitz,

and Dieti (11]. They used 22 of the 55 queries and studied a slightlf

different algorithm for mbdifying the search query. Their formuia is:

: I
_ ‘ r
Qi+l = Qi f o 21 ‘ri (B)

Three differences from Rocchio's formula are immediately apparent:

ha -

i s _ : /
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a)

b)

c)

r .
541 = Qi + a Z:: r, - zzi s, | (C)

III-3

The descriptor vectors are not normalized by their length.

In Rocchio's formuia, the change to the weight of éoncept
a in the query depends not only:on the Weight assigned to
concept a in a retrieved documeht vector but also on the
length of that document veCtot; that is, on the number of
other -concepts and on the magnitudes of weights in the
document vector. This is not the case in the Riddle,

Horwitz, and Dietz formula. When the latter forrmula is

S

N

I s e S

used, for instance, a document with generally highly weighted

concepts changes the éu;ry more than does a document with
generally lower welghted concepts, the number of concepts
being equal. Weight magnitudes being roughly equal,\a

documeht with more concepts changes the query more than
one with fewer. Rocchio's formula compensates for these

cffects.

The parameter a, which is the one variable in the above

formula} is constant for all queries. ‘Rocchio’s .formula |

uses a different multlpller for each query; the multi-

pller being dependqpt on the numbers of relevant and non-

‘relevant documénts retrieved (nr-and ns).

The non-relevant documents retrieved on the previous

dterations are not used to update the query. <Hoyever,

Riddle, Horwitz, and Dietz tested a "negative hecuristic
strateg?" which uses the two non-relevant documents
fifst retricved (the two which the system falsely judges
most relevant to the query) to update those queries that

retrieve no further rélevant documents on the first feedback

‘iteration. For such queries the formula becomes:




. used.

~and Melzer found their strategy superior to formula B when

II1-4

The feedback.algofithm of kiddle, Horwitz, and Dietz produces an
improvemeht in performance on most of the qucries‘teéted. The three
experimenters recommend that the variable a in their formularbe set to 1
for the first iteration and then increased by 1 for eachxjubsequent
iteration (called "increasihg alpha strategy"). They also reccmmend
their negative heuristic strategy (formula C).

Crawford and Melzer [12] have tésted a relevancce feedback stra-
tegy'that ignores the original query after thé initial search if a recle-

vantigicumené is found. Their algorithm is:
Y Y,
If at least one relevant document is retriceved within the
first n documents, the original quecry is ignored and one additional

relevant document is used for each itcration:

]
S
=~

Q41

i

But if no relevant»document§ aré retrieved within the first n

On iterations after the first, the second formula of their strategy is not
Using the Cranfield 200 document collection (Section IV), Crawford

l.

Steinbuhler and Aleta [13] have tested Rocchio's algorithm in the

ADI collection, for the 'worst c.se' when only non-relevant documents are




available fof feedback after the first scarch opération. The informatidn
from non-relevant documents alone, when used to modify the query accgrding
to formula.A, givez better retricval than the initial query.
Kelly [14] proéoses an addition to the 'relevance feedback algo-
‘rithm when no{églevant ddcuments are retrieved. He points out thét ih‘
~.

_these cases no new concecpts arc added to the query, and recommends adding

:cqncepts that occur frequently in the document collection. He tcested this
,;gcoﬁﬁéndation on sets of artificially constructed 'quéry' and 'documcnt'
vectors with success. Howcver, Steinbuhler and Aleta [13] found that
addingifrequent,conCepts to the query degraded performance in égg ADI
‘collection. , |

The results reported in Section VI of. this stﬂdy give_fprthe;"'z‘.
insight into the problems investigated by the five earlier studies cited.

Section VII_uses both thz earlier studies and the present reportvtb'

support rccommendations for document retrieval systems.'
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Chapter IW%

Environment Of The Reported Experiments 3 .

.

The present study of relevance fcedback compares severa; related
formulas for query modification. The following general formula is avail-

able to the experimenter:

min(na, nr) min(nb, né)

.Qi+l = n_Qi + W Qo + 0 ;Ej r. +u :Z:‘ s; (D)

where n. + ng (see formula A, Section 1) equals N, thc number of documents

retrieved for feedback.

. The experimental variables arc a, @, Ty u, n pen, and N. The para-
‘meter a is positive, and'WGights all incoming relevant documents relative
to other contributors to the query (previous query, initial query, non-
relevant docuﬁents). The éarameter'n pérmits the previous‘query to be
iqcrégsed'in weight relgtive to the incoming documents. Qo }s'the initial
uwk%query, Fs opposed to the query bf the previous itgratiop; w permits the
ginitial query to be used as part of the-new_qucry (see Section 3B).' The
paraﬁeéér W should theoretically bé negative,‘as it permits some signifi—
cance to be attached to the hon—reievant documents retrieved. The para-
meﬁer na(ns) perm;ts s?me specific number of relevant (non-relevant)‘ -
documents" to be'usea iq the qﬁery ever, if n_ (ns) is lérger, It is
assumed that the r, and s; are indexed in order of‘decre%sing relevance
(a5~detefmined by the sysﬁem)’to the query; that fs,'the na relevant

”

non-relevant documents) used in the new query will be

documents (or'nb

‘those closest in the descriptor'space to the previous query. The flexi-

1
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bility of this formula permits thz invcstigation of several feedback

strategies. 7 |

\ . .
The system also provides thc following formula to simulate. Rocchio's

»
]

aléorithm; |
mln(n , na) min(ns, nb)

. =T n.n + w + n § r.-n S. B) o _
Q1+l ¥r's Q Q s /. 1. r - :E: i (E) j

®

Formula E does not normalize thc vecton lengths as is done in ROCCth S
algorithﬁ\(formula A). |
The document collectioh.uscd in this study (the "Cfanfield"
collectlon) contalns 200 documcnts frcm the field of’ aerodynamlcs, chosen
‘from a library 6f 1400 documcnts. For this collection, there are 42 querie;,A
constructed by some of.the. authors of the 1400 documcnts, these recuestors
|

~are also rcsponSLble for the relevance Judgm;nts.

—

The concept vectors de scrlblng documcnt and queries are’ qnitc é
spars; for the "Cranfield" collectlon.\ Thc maximum number of concepts
used ﬁdyacscribe one document is 85;-out of a possible 552‘COncepts. Tne
largest‘weignt given to any concept in any document descriptcr is,288,
Tné}qu&ry‘description vectors are sparsecr py one order of magnitude and

shorter than the document descriptors. - The maximum number of concepts

'
3

used in a single query vector 1s 13‘ the largest weight 1n any ch ry vector
is 24. The largest number of documencs relevant to a 51ng1e-query is 12,
or six percent of the coi}ection. Thc‘cémpanative breVity‘of‘thq,query'
vectors in tnis collection is typical in technicél docnmentf}etriéval,

8




j

becauSeZdocument abstracts generallyvcgntain~moré'détailed}information than

1
i v
<

user queries. 4 S | “
The characteristics of an cxperimental doCument collection determine
. i

r'the extent to which experimental re sults tvpify retrleval behav1or in

'real’ document COllLCtlonS.\\Thc three collectlons described in thls study

3

are much too small to rcqulre sophlstlcated retrleval techniques. Howcver,

[ i

" the Cranfield 200 document collection‘is more realiStic than thetADI and

+
;

, , . -/
First, more queries are available for the Cranfi=ld 200 collection;ﬁf

/

IRE collections for three rcasons.

. e . f ‘ P “.‘
The number of queries available is importamt in judging the statistical‘lfé

significance of experimental results.
? , o v .

—

Second, the documents in the Cranfiecld 200 collection were chosen

from a morektypical environment. The ADI collection consists of short |

'papers all_presented’at the same conference. The papers :n the IRE

collcctlon/werc all publlshcd in the same maga21ne w1th1n a seven-month

,perlod. By contrast the 1400 documents in the full Cranflcld collectlon

} . /
: /

were 1n effcct Sclected by knowledgable authors from the flcld of aero-

|
¢

v /

dynamlcs, and the 200 documents in the small collection were-chosen to -
represent the largerkcollection.'

Thlrd the querles and relevance judgments in the ADI and IRE

: RS
.\\ -
. a )

collectlons were constructed by a small. number of.- 1nformatlon retrleval

experts, while those in the full Cranfield collection“were constructed by
182 authors of recent papers in acrodynamics. -

Concept vectors for both the ADI and Cranficld collections were
: . \
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S constructed automatically using a reguiar subject-atrea thesaurus.'\gn'all :
experiments reported here, the cosine correlation (Section I) is uséﬁ\as

% v the distance function.
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Chapter V

>

., Evaluation Of Retrieval Performance

A. “Measures of Performance

Several average measures of the performance of the tested retrieval ?
@ 1

algorithms on the 42 Cranfield queries are-used in this report. Each
3

‘measure is based on the concept of "recall" and "precision". 1In evaluating

.an information retrieval system, an arbitrary cut-off point, such as rank w

ten or cqsine correlation 0.75, is often employed. Documents above this

cut-off ﬁoint in the ranked list resulting from a search operation are

*

considered. "retrieved". With such a cut-off, recall is the precentage of

documents rejisvant to the user that are retrieved, and precision is the . .t

| percentage of retrieved documents that are relevant.

An ideal retrieval system would provide recall and precision of
100%, indicating that all relevant documents are retrieved and no non-

relevant documents are retrieved. In SMART experiments an inverse rela-

tionship between recall and precision is observed, such that high recall

-

implies low precision and vice-versa.

The 'document curves' used in this report are graphs'of recall

and precision at several cut-off points based on rank; that is, recall . s

. A
and precision after x documents are retrieved, for several values of x. 4

The other measures used are not based on specific cut-off points, but in
a sense measure retrieval performance over the entire document collection.
Normalized recall and normalized precision are two measures

propdsed by Rocchiok[9], that %ake the average recall and precision

obtained for all possible cut-off‘points._ If N is the~number;6f docu-

L}

\ments in the collection, Rj is the recall at a cut-off of j -documents
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(renk j) and Pj is the precision at a cut-off of j documents, normalized

recall and precision are defined as follows [15]:

[}

|
4 | o
N
x
L=

NR
j=1
“L
=L
NP =S ) Py .
j=1

f
l
X
? For automatic calculation, the following approximations are used
i
|
f

in the SMART system [15]):

. n n
were Y n- ) s
b |
i=1 i=1
| n (N-n)
f’ n n .
NP =1 - 2[: in ri - j{: In i :
i=1 i=1 ‘

in o N1
: ' , ( .nl  (N-n)! > ‘ y

where r, is the rank of the ith relevant document ig the collection and n i ]
is thé nqmber‘of’relgvant documents in the collection for the given query.
A norﬁal overall measure of retrieval performance has been suggested [15].
but is&not explicitly displayed in this report:. Normal dverall measure =
l\- 5 &R + NP.\ The factor of 5 gives equal weight to the two‘compohént

measures.

i
1

| : . N _ | | ”\ %?

|
L
|
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Another overall measure uscd in many studies of retrieval perfor-
mance is the recall-precision curve, an average plot of precision at cach
5% or 10% of recall. Each query is averaged into each point of the plot.
To accomplish this averaging process, an ingerpolation procedure is needed,
gince, for example, a query with two relevant‘documents can only achieve
‘ uninterpolated recall lecvels ;f 50% and 100%, | ,

Two types of recgll-precision curve are used in thié study. They
are distinguished by the method of interpolatiqp used. Both the Quasi-
Cleverdon interpolation usecd in severél previoﬁs studies and the Neo-
Cleverdon interpolation now used for all evaluation of the SMART system
are described below., B Y

Figures 1 and 2 show two graphs for'a hypothetical query having 4
relevant documents. The relevant documents are assumed to be retrieved
with ranks of 4, 6, 12 and 20. Thus, at 25% recall, the p£e¢ision is 25%,
& 29 ecall, the precision is 33%, ana so on. However, thesp values
corréspond actually to the highest possible precision points, since they
are calculated just after a relevant document is retrieved. I; this
example, after 3 docﬁments are retrieved, the precision is 0%, after 5
documents, the precision is éO%, and so on. This iange of precision for
each recall level is indicated by the top and bottom points in Figures 1
and 2 at 25%, 50%, 75%, ;nd 100% recall. The zolid sawtooth line connectipg
these points is not used for interpol;tion; it is intgnded to indicate the

drop in precision between the actual recall levels for this query as more

non-relevant documents are retrieved.

B
2




The Quasi Cleverdon interpolation uses a straight line between peak
points of precision, as indicated by the dashed line in Figure 1. 1It has
been argued that this interpolation isvartificially high, since it lies at
all points above the saw-tooth curve, and thus, does not reflect in any
way the precision drop as more non-relevant documents are retrieved. The
Neo-Cleverdon interpolation of Figure 2 projécts‘a horizontal line leftward

4

from each peag point of precision, and stops when a higher poi -t of‘pre-
cisién‘is encountered. This new interpolation curve {the dashed line '\
in Figure 2) does not lie above the saw-tooth cufve'at all points. When
the precision drops from onc recall level actually achieved to the next,

an imﬁediate drop in precision after the first point to the level 'of the ' \ i
next point is indicated. For exémple, in Figure 2, the pfebision value
at 50% recall is 33%, but at 55% recall: the interpolated value used for
the new averages is 25% precision. When-,theaprecision rises frox‘nl%ne.
recall level‘to the next, howeverh\:he first precision point aq;ually
achieved is ignored for purposes of interpolation. The achieved pré-
cision of 25% at 25% recall in the example of Figure 2 is ignored, and
for all recall levels from O to 50%, an intcrpolated p;ecision of 33%

is used for the neQ averages. The proponents of the new inte;polation
'atgue that this method indicates in all cases a precision that the user

could actually achieve, if he were to use clairvoyance to retrieve

exactly the right number of documents. - :

B. Statistical Significance Tests ! 4

Several statistical tests are reported here using as input the
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rank recall, log precision, normalized recall, normalized precision and 10
points from the feedback effect (Sectigp V=-C) recall-precision curve with
the Neo-Cleverdon interpolation. The.statistical tests‘are~intended to
measure the "significaace" of the average diffcrence in values of these
measures obtained for two iterations or two distinct search algorithms.
The test results are cxpressed as the probablllty that the two sets of
values obtalncd from two separate runs are actually drawn from samples
which have the same characteristics. A small probability value thus
ihdicates that the two curves are significantly different. If this pto-
babilitéhtor one measure is, for example, 5%, the difference in the two
average values of thatmeasare is said to be "sigaificant at the 5% level",
Choice of a-statistical method for calculating this probablllty
is important; The preStnt study uses threce statistical tests, the familiar
T-test, tﬁe Wilcoxon Signed-Rank Test (WSR) , and the Wilcoxon Rank Sum
Test (Wiks) [16]. )
The T-Test and the Wilcoxon Signed-Rank Test are used in this
repOft to compare the retrieval of one feedback iteration to another or
of one algorithm to another, using all queries. The‘T-Test takes aceount
of the magnitude of the differences,vand assumes that the measures tested,
are normally distributed. The WSR test does not make this assumption.

Moreover, the WSR test,takhs account only of .the ranks of the differences,

ignoring their magnitude. Because this test does not assume normality

. of the input and because it ignores some information (magnitudes of

differences), the WSR test is more conservative than the T-Test. It is




therefore less prone to the error of calling a result "significant" when
it is not. Becausc information retrieval provides discrete rather than
continuous data, and because only 42 data points (42 queries) are provided, -
the more conservative WSR test is preferable for the present evaluation,
The Wilcoxon Rank Sﬁm Test can be used to test unpaired observa-
tions, and is used in‘Section VI-E of this study to compare one subgroup
qhosen from the 42 qdéries to a conﬁrasting subgroup oi queries. Like

I '
the WSR test, the WRS test ignores the magnitudes of the results'and does
S

noct assume a normal distribution. | K i
|

C. The FeedbacK\Effect in Evaluation

The assignment of ranks to documents retrieved for feedback is a
key factor in the evaluation of retrieval performance.v Two methods of
assigning these ranks have been propoéed, and both ére used in tﬁe present
study. Hail gnd Weiderman (17] compare and evaluate these two methods;
In.previous feedback investigations, all docﬁments‘in the collection
received né@ ranks after each iteration and the‘top-ranked N documents were -
used fér feedback. Hall and Weiderman point out that evaluation of this
retrieval techniqﬁe.takesiﬁto accoudt'two effects, which they;call "ranking
"effect" and “"feedback effect",
' A

. » N 3 . R . , .
Relevance feedback in effect uses information from one or more

document descriptors to;podify the query descriptor.” "The relevant docu-

A

¥

ments used for this purpﬁse will be ranked higher by the médified query

/. . , _
than previously, and tﬁe non-relevant documents used will Bgyranked lower.




‘K\
, \
The effect of these rank changes in "retrieved" documents is termed the
"ranking effect". If thc ranking effect is included in an overall perfor-
mance measure, the‘measured change ‘in performance between feedback itera-
tions is-quite impressive..
This large change in "total performance" (including both ranking
and feedback effect) indlcates the extent to which the initial query has
been perturbed toward the centroid of the relevant documents, and strongly

{
supports Rocchio's theory. \

' Hall and Weiderman state that in an envlronment where the user must
actively supply relevance judgments for feedback, changes in the ranks of
documents whxch the user has already seen are of no interest to hlm. The
user in such an envxronmentvls concerned primarily,with the "feedback
~effect"; that is, the effectiveness of the modified query in bringing new
relevant documents to hisAattention. They conclude that, thouéh totai
performance is a valid mecasure of the cffectzveness of relevance feedback_
in approaching tuse "1dea;/que£zr, the feedback effect should be isolated

»

and examxned as well, .
The present study evaluates total.performance and i11s0 measures
feedback performance in the manner suggested by Hall and vaderman, dis~
carding the ranking effect and presenting only the feedback éffect. The
ranks of the top N documents retrieved 1n each 1teratlon (the documents
 used. for feedback) are "frozen" in all subsequent iterations, and only

the remainder of the collection is searched using the modified query.

- Thus, in feedback effect evaluation, the N documents retrieved on any




iteration are guaranteed to be N new documents; that is, documents not
used for feedback on any previous itcration, Moreover, the performance
measures for the first (second, third) iteration are calculated from a
ranked document list in which the top N (2N, 3N) documents are the same

as those retrieved previously. Oniy the changes in the ranks of documents
not yet seen by the user is measured.

Feedback effect evaluation gives overall results that are decep-
tively low: Because the top ranks are frozen, nofnewly’retriered_docu-
ment can achieve a rank higher than that of any previously retrieved docu-
ment. With a constant feedback strategy: therefore, on the first (second,
tnird) iteration, the highest possible rank for a new document is N+1 (2N+1,
3N+1). For this reason, the feedback effect ﬂvaluation is- a misleading
measure of the overall verformance of the retrieval system,'and snould be
used in conﬁnnction with‘other evaluation methods. Isolation of thL feed-
back effect is primarily usefnl to compare different feedback strategies»
from the viewpoint of a user in an interactive retrieval environment. Fig-
ure 35 in Section VII-B ccmpares total performance and feedback effect

N .
' evaluation of similar feedback algégithms.

deever, onga feature_of feedback‘effectlevaluation is paycho-
10gibally'essentia1 to a realistic relevance feedbackusystem;'the guar¥
‘antee‘that the N documents retrieved on any iteration have not previously
h2en seen by the. user. For this reason, neuw evaluation methods that “.«“x

provide thlo guarantee without severely limiting the attainable retrieval

performance should be investigated. Several such methogs“are discussed




in Section VII~B,

The results reported in this:study include:

Total Performance: | e

1. Normalized recall and precision,

2. Recall-precision curves with Quasi-Cleverdon interpolation.

Feedback Effect:

1. Normalized recall and precision.

. Recal]-prec1sxon curves with Neo-Cleverdon 1ntérpolatlon.

N <

2
3. Document curves at sevdral cut-off points.
4

T-tests and Wilcoxon Signled Rank tests of the normallzed
measures and of recall-precision curves.

S. Wilcoxon Rank Sum tests of normalized recallﬂaﬁd preciSion.

i
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Chapter VI

Experimental Results

The results of this study are presented in five general sections:

a) A comparison of the improvement in retrieval performance
observed for the Cranfield 200 document collection thh
that obtained for the ADI 82 document collection used
by Riddle; Horwitz, and Dietz [11].

Arn 1nvestxgat10n of strategies that use only R', the set
of relevant documents retrieved, to update the query.
The different algorithms are obtained by varying the

' parameters T, w, and a in the query-update formula.

The "increasing alpha strategy" of Riddle, Horwitz, and

pietz is included among the methods tested.

An 1nvest1gat10n of the effect of the number of docu-

ments given to the user for feedback on eacﬁhlteratlon.

An 1nvestlgat10n of strategies that use. both releﬁant'

and nonwreievant_&@cgments retrieved to update the query.

4 v

An investigation of the retrieval characterlstlcs of

| | | A -
A. Comparison of the Cranfield and ADI Collcctions - .

ot
<

"

selected subgroups of queries.

fhe initial search results, Sefere'feedback ‘fer the two cOliedtions
are essentially the same except at the ends of the recalleﬁrec1s1on curves,
'~Below 308 recall, the prec1sxon of the ADI 1n1t1a1 search is fron 2 to 7%
better than that of the Cranfield initial search. .Above 80% recall the.
precxsion in the Cranfield initial search is from é to 6% better.
Thls result is 1nterest1ng becaus= there is reason te expect that

performance in the Cranfleld collcctlon would be worse. Cleverdon~and Keen

\pqint out that in a collection with a ﬁigher "generality number"”, that:is,

4

-3
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£ | - : : )
with a higher ratio of relevant documents to colLection Size, perforinance

is better with respect to precision [18]. The average generality ntmber
- of the ADI collection ls over tWice that of the 'ranfield collection. The

generality number in a collection of prictical size would be even lower

than that of the Cranfield collecti n.

Becatse the initial search r Sults differ, the total performance
improvement caused by feedback in the recall—precision'curve is used for
comparison of the two collections. 'all thirty-five queries are uscd to

search the ADI collection. The "increasing alpha strategy" of Riddle,
- | | e ] .
" Horwitz, and Dietz is the update formﬁla, and five documents are given the.

user on each iteration.

- ‘

Figure 3 shows the differences in total performance preCiSion for

all recall levels between the initial search and the first aké\second

&

- feedback iterations for each collection. In the Cranfield collection,
relevance feedback causes greater improvement"that in the ADI collection.
._Also, the second iteration results in a greater improvement over the first .
in the. 200 document collection. ﬁyhe difference in generality between the

collection would be expected to cause less 1mprovement in the larger
collection (18]. The greater. effect of relevance feedback in' the Cran-

_field‘collection could be due to any or all of the foliowing factors:

4 . N

_ a) The‘difference in subject'and in the language'o‘ the }
; T subject. It is poSSible that the terminology of aerody-
namics is 'harder ’ that is, more llmltLd and ortcise,
¢ than the vocabulary of the newer field of computer science.

-Retrieval of documents from a harder subject area would
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: : expected to be better. !

L]

b) The difference in collection scope. The ADI collection
covers a wider subject area within computer science than

. does the Cranfield collection within aerodynamics. A

.

narrower subjéct area should provide better retrieval.

*

c) The difference in variability within the collections.
The 200 documents wcre chosen from 1400 documents poncernéd
. ) . with aerodynamics. The 32 document collection consisted ®f
} short papers presented at a single conference. Since the
Cranficld 200 documents vary more in such parameters as-
f vector length and terminology, ra2levant documents might

f be easier to distinguish from non-relevant documents.

/d) ‘The difference in query con§truction and relevance

judgments mentioned in Section III. It is encouraging to '

———

!

f

i

! . . L] . .

! find that in the more realistic Cranfield environment,

J relevance feedback causcs more rather than less improvement

j in performance.

B. Strategigs Using Relevant Documents Only
'Two‘of the experiments of Riddle, Horwitz, énd Dietz [11] . are

repeated for the Cranfield collection. To simulate\thq}r experiments
- v «
with equation D of Section IV, the parameter o is vaﬁi?d; T is kept

. 7 1 9
equal to 1, and p and w equal ‘to 0. 3Both the "increasing alpha" and

~

"constant alpha" strategies. are employed.
'Figure 4 clarifies the effect of the "increasing alpha strategy"

and the "constant alpha strategy" for the first, second; and third |

iterations of a feedback rum, evaluating totdl performance. The Ro )

. \
column shows the factors which multiply a relecvant document retrieved on

A
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the initial search, Rl shows the multipliers affecting a relevant document

. . . ; , . ' 2 .
which is not retrieved until the first iteration, and R® shows the multi-

pPliers affecting a document not retrieved until the second iteration.
N :
Figure 4 assumes that a document once retrieved is retrieved on all suc-

ceeding iterations; in the experimental system this assumption is generally

correct. ‘
It is clear that both the constant and imcg»tgg alpha strategies .

give a document retrievad on an earlier iteration more significance in
later queries. On the third iteration, the constéﬁt alpha strategy assiéns

" to a document retrieved on the initial search threevtimes the significance
it gives a second iteration document‘(the respective multipliers are 3 and

d 1). The increasing aléha strategy assigns to an~i£itia1 search document

twice the significance of a second iteration doeﬁﬁent (the respéctive mul-
tipliers are 6 and 3). This effect stems from thc use of the previous
query Qi as an elgment in the equétion. To as§ign the same significance .
to relevant documents whenever tgey are retrieved, it is necessary to sub-
stitute Qé for. Qi in the‘formulaf that is, to let 7 = O‘and w ='l in
!équation B. Thig is called the "Qo strategy" in Figure 2.

Riddle, Horwitz, aﬁd Dieﬁz (11] report that for the 82 documenﬁ
colléction,‘the "increasinévalphé/strate§§" performs somewhat better than
the constant alpha sffategy. Infthe Cranfield‘COllection, the €h£ee'stra—
_tégieswshown ianigure2“give‘é5§eﬁtiaIIythé;ééme féSditswﬁﬁéﬁWN>;“5}ﬂwmw‘

Using the Qo strategy with different relative values of w and a also does

not change performance, Query update paraméters (in equation D) for the
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sensxtlve in gereral to performance dlfferences, cspec1ally 1n recall.

-The largest difference is 3% in recall at a 40 document cut-off. Most

differences in all measures favor the Qo+'strategy.

VI-6

Six experiments performed arc shown in Figure 5, Among ail six expeyihents,
the differences in normalized precision and recall are less than 0.75% for
all iterations. |

In total perfo;mance, Six strategics using onlyrrelevant documents

differ very little. Three additional 'relevant only' algorithms are com-

-
el

pared using feedback effect evaluation., One of these strategies sets o and
T .equal to 1 in formula D. This strategy, called Feedback Incr aent, is
not equivalent to the cohstant alpha strategy becausc the feedback effect
evaluation provides new d0cuments for feedback on each iteratiog. - Figure
5 shows that the Feedback Increment strategy gives the same welghtlng
effectg as does the Q strategy These two strateg;es are identical on - \
the first iteration, but on subsequent iterations the feedback effect
:valuation may retrieve different‘dccuments.

Another strategy using fecedback effect evaluation, called Qo;'
gives added weight to‘the‘original query on each;iteratién by setting Q
equal tov4(a=1, m=1). A thirdystrategy is Roc;hio+, the Rocchio stra-
tegy without non-relevant documents. In effect, o equals nrns and 7 -
equals hs' so’d'énd T vary with eachkqueryf

vnifferences in feedback effect among these threé methods are-

trivial. For the two overall measures and the recall-precision curves, 1

the largest difference is 1.25 percent The documbnt curves are more
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N=5, na=N, nb=0, u=0
Ny .
TOTAL PERFORMANCE n W a
' 1 0 1
increasing glpha : T2
3
N .
~r__c;grt:-f‘t'*ant alpha 1 0 1
Qo’sérategy 0 1 1
Qo weighfing query double 0 2 1
Qo weighting query half 0 1 2
‘Qo weighting query six times 0 6 1
FEEDBACK EFFECT
Feedback increment 1. 0 1 ,
: l
Feedback QO+ 1 4 1 ‘
Feedback Rocchio + n_n 0 n }
|
!

r s S

Query Update Parameters for Relevant Only Strategies
Using Only Relevant Documents
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r | ‘ " The 200 oocument collection seems guite. insensitive to variations
in the paramcters m, w, and o. The considerations mentioned in seotion VI-A
are probably relevant here also. This ineensitivity indicates that per-

- haps the performanoe for the Cranfield collection is more staole in

general than for the ADI collection. Evidence of comparstive stability
is also reported by Lesk and Salton [19]. The performance differences
between automatic use of the word stem thesaurus and a regular subject-

' arca thesaurus (see Section II) are lese pronounced in the Cranfield 200
collection than in the ADI colleotion;? )

It is evident from the reported experiments that the weight

. 4
assigned to the original query has little effect on retrieval. This

finding tends to support the conclusion of Crawford and'Melzer [12]

that the original query is not nceded after the initial search (Section
III); The advantage of their trategy over equation B is probably not
caused by the omiSSion of th¢ initial query when relevant documents are
found, but by the non-relevant document feedback u%ed when no relevant

documents are found (see Section VI-D).

: 'C. Amount of Feedback Output
The number of documents fed to the user is a critical parameter
in a relcvance feedback system. Of course, performance improves when the

it
1

user supplies more information. ”his improvement must be evaluated in

terms of the extra effort required of the user.

-

Figure 6 shows the total performance of the "increasing alpha
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strategy" when 5, 10, and 15 documents are fed to thé uéerlfor relevance
judgments. The total performance improvement between the N = 5 and N = 10~
curves might 5uséify doubling: the number of relevance judgments the usef
must make; tha£ is, a hypothetical "average" user might be willing to

b ,
double his effort to.achieve such an improvement. Tripling the feedback
to produce the N = 15 curve might not be jdstified by total perfdr;ance,
espécially at the hiéh recall and of the curve.

" Caution is necessary in interpreting the feedback effect eval-

uation when N is varied, because the feedback effect evaluation gives an

B
'

unfair advantage to runs using few documents for feedbéck. When five
documents are uséed for fgedbaqk, ranks 1-5 are frozen on the first itera-
tion and ranks 1-10 on the second (seé Section V;C). When ten documents.
are fed back, however, rapksvl-lO are frogén on the first iteration and
ranks 1-20 on the seqond; The differénce in results qaused by increasing
‘the number of documents;fed.back is thereforevminimized by the feedback
effect process;‘ o

ReCall-prgcision curves for the feedback effect aré not presented
iﬁ fhis section, because the minimizing effect described abov? is averaged
into éiffexent recall 1evéls_f0r different queries. For example, assume
that query a has four relevant dgcumﬁﬁts and‘query g_has two. Each‘query

1

retrieves thé first relevant document vith rank 8, When five documents

are used for feedback, each retrieves the first relevant document with
rank 6. When ten documents are used, ‘of course rank 8 is 'frozen' by the ..

feedback effect evaluation. Consider the effect of these qﬁeries on the
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recall-precision'averages for the first iteration. When ten documents

4

. . ) P ,
are used for feedback, ncither query im?roves these averages. When five |,

25%

4
.

are used, query a improves the recall-p ecisipn averages foum 5§ to
recall, but qﬁery b improves the recall-precision;averages from 5% to 50%
recall. o o

Thus it is hard to judge the significance of any difference in
reéplts caused by differgnces in fegdback output. figurelf shows the dﬁcu-
ment curves fér two iterations of feedback with N equal to'S,’hsingvth?
Fecedback Inérement algorifhm. Eiguré.s'uses these curves as a norm for
comparisonmwith the results of %ess féedback and of more feedbgck: The.
document curves of'Figure 7 are represented in Figuré 8 by the straight
line at'zero difference. Thé differences between N=10 and:&%s for two

iterations and between N=2 and N=5 for one iteration are gtaphed. The

N=2 differences, indicated by 'd!', are positive at first because ranks

3-5 are frozen for the N=5 curve. This initiaiadvantage'faées after

10 documents and the‘N=2 results are lower than the N=5lnorm thereafter.
The N=10 curves for both iﬁeratibns are affected by the‘feedback effect
evaluation. The first itération gains higher performance than,N=S after
13 §ocuménts.  ?he sébdnd iteration curves cross the N=5 norm afté; 15
documents, éven qith'rénks 1-20 frozen. After 40 documents‘ﬁéve been ..
__retrieved, the differences'in both recall and precision for the first
iterationhére slight; the N=10 advantage on the Second iteration is slight
but conéistent.f - |

After 20% of the collection has been searched, the differences in
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f
. . ,
feedback effect observed in F1g¢ic 8 are qulte low. However, the marked
: Y -
1mprovement in early retrieval caused by additlonal fcedback night Justify

the additional uscr effort and system output reqq1red, especially if fur-

ther feedback ‘iterations are de31r d. Moreover, it is important to note

thatkcertaln users get no. benefit from any fecdback strategy using only
"’. ' * ., P

relevant documents. These are %he users who find no relevant in the first
N documents retricved. For N=5j 10, and’ls,.the humber of queries retrie-
‘ ving no relevant on the initial searoh is given in Figure 6, in the table
below the graph. fhis tablé probably explains much of the perforhance

difference among the three strategies. Eleven queries in the N=5 case

produce the same low performance on the initial' search, first iteration,

and seconﬁ,iteration. These low results are averaged into all the N=5
. k

‘curves. The N=10 ourve_is pulled doyh by only five such queries; and the
N=15 curve by only two. 1In the N=5 case, one quarter of the users are
not assisted by the chosen'feedbaék'strateg?, a large proportion for a
practtcal retrieval system., foz these unlucky use.., feedback of more

documrents is woxrth theweffort.

\

‘A variable feedback,strategy'is here proposed whicQ\might'save

effort\to the average user and glve better service for more effort to the

user who does not £ihd a relevant document early in the initial search.

A S

. Each user is fed retrieved,documents untll he finds one relevant document

'\§$j,thatfhe hasn't seen on any prev1ous iteration. The relevant document found

-~

is immediately used rto produce a new. query. The success of this strategy

 depends‘ on the ability of a single relevant documient to improve the

. . .
. oy
¥
' o P L.
N . .. . .
; [N t R :
- k4 - .
¥ 4 i
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retrieval performance.
A ]

Lad

.
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& /

Figure 9 shcwqﬁfhe total pcrformance results of two iterations

where the "user" is instructed
2 % ) ) N

4

to search the retrieved documents until

he finds one new relevant document or until he has scen 15 documénts. The

"A" curve in Figure 9 shows what happens when the user is instructed to

find two new relevant documents. Only one iteration of the latter scheme

. was run because several queries do not have four or more relevant docu-. . e

- ments. ‘

1

] T, \x\

Pt

o

The first iteration feeding back one relevant document: begihs near .

-~

the N=)5-curve of Figure 6 but
iteration N=5 curve, which has

below the graph shows that the
N

ments for feedback in order to

o g e

firss iteration ”o":curve. By
dgcdmenﬁs to produce the first

by 50% recall hasﬂgrépped necar the first

[}

4

been superimposed on Figure 9. The table -
"average" ‘user' had to scan only. four docu=
achieve the pcrformance displayed ir the’

contrast; cach user looked at exactly 5

iteration N=5 c¢urve. The first iteration
. « \.‘ - ‘ N

strategy of feeding;back only’hne rele?ant decument,gives eque}'or Eéyter

performance for less average e¢ffort.

li P
N

The second iteration "o" curve requiréssthe average user to
A / . . -

4
- .

I S o A~ . L
"search 5.9 more‘documents, or a total of,9.9 documents. This curve drops

v
-

_ below the flrst 1.“ratlon N-lO

»

reeall (the first iteratianAN=10 Curve.fromiFigure 6 is superimposed or

-
.

curve (10 documents scanned) at roughly 55%

- . . 3

‘ 2t

Figure 2). The user des1r1ng hlgh,prec1slon and who may be less interested

»

3

in high recall’ mlght be wise to feed back one relevant document for each

——

PR
v

‘

of two-iterations. However, the user needlng higher recall shou]d 1nstead

look at ten documents retrleVed on the 1n1t1al search.  (These statements

-

{
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Performance, 9 Strategy.
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apply’to theq"averége" user). It is alsc seen from the table\below the

‘graph that for the second iteration "o! curve one quarter of the users

3

R P s s . \
cannot find a new. relevant document, and thus after the first iteration
these users search 15 documents to no avail. Such performance would be

quite annoying in practice. ~ ' ; . .

The average user who searches for'two relevant documeats in the

initial output looks at 7 documents. His recall-precision ("A") drops
bilow the first iteration N=10 curve aﬁ 65% rccall. Although 9 out of 42
users do not find two relevant documents in the first 15, all but two of

H

them find one relcvant to feed back to the system.

The user who feeds back two relevant documents on one iteration

B

. -~

("n") achieves better performénce than does the user who feeds back one

[ . .

relevant documeht on cach of two iterations (second iteraticn "o"). This
result shows that the second,felevant document retrieved on theAinitial
search is more valuable for feedback than the first new relevant retrieved:

. 1 ) o .
on the ‘first iteration by the total performance retrieval method. Feeding

‘back one relevant document on the first iteration evidently pushes down

some relevaht documents that are valuable for retrieval. .This finding éro-

vides a étrgng argument against fhe'proposeé variable feedback strategy,

~

at least where higﬁlrécall is desired. \Perhaps"ste sort of combination

bl
</

strategy might be optimal; ‘for 1nstance,‘the user could be instructed to
feed back all relevant documents ;n/§he first five retrieved, but if none

are found in the first five to keep 1odk£ng and feed bqék the first rele-

3
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" Oné iteration of feedback effect performance of uariable'feedback’

‘and‘of the combined strategy described above is preSented in Figure\lo.

The dlfferences between variable £°edback (feedlng b@ck one relevant) and
constant N=5 feedback are graphed (o). After n1ne documents have been

, . ' . _ \
retrieved the feedback‘advantage using. the first relevant clocument -for

¢

feedback is evident. Thefcombination strategy kgraphe&4a) that retrieves

&
iat least-five documents shows a greater improvement over N+5 than does -

variable feedback. This resulv shows that this variable feadback algorithm
. - —

is advantageous only. for those queries that retrieve no relevant among .

the first 5 documents. \For those that do retrieve relevant within the first

/

> . . . - ) o
five documents, the constant N=5 strategy gives better feedback effect

&,‘\

results, Figure 9 shows that the combinatioﬁ”strategy.requires the average

user to look at 6. 4 documents, as compared to the 4.0 documents retrleved

e

e

by qarlabfﬁifeedback S

N

clusionszabout”feedback strategiesxthat use only relevant documents:

-,
e

-g$otal performance and‘feedback'effect results support three con-7

ifﬂ Retrieving moégidocunents'does improve both types of
performance (except where the rank-freezxng of feedback
f‘ect evaluation prevents any 1mprovement) Further,
notable improvement can‘be obtained bv searching further

if no relevant'documents‘are retrieved in the first N.

2) The total performance for 5, 10, and 15 documents 1nd1-
}‘
“* cates that when N is constant for all queries, the average
lncrement of 1mprovement obtained tends to become smaller

as more documents are_used for feedbaCk.

3) 1However; a comparison of the variable feedback‘and com-
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- pination strategles show that the first relevant document re—‘

retrleved generally does ‘not contaln enough 1nformatlon for re-
S

trieval, and that documents retr;eved soon after the first ~

\
(N=5) can add useful 1nrormat13n. In thelr study cited in

Section III Crawford and Melzer used only, one ‘very relevant'

document for retrieval. The finding of fhls study‘Would in-

’

dlcate that if several documents are almost equally relevant,

all of them should be used. _ : .

i

Tﬂese three conclusxons lead to a reconmendatlon that N be set to-

. 4

some: value that most users would consider reasonable, but that for sqme

v s

queries N should be raised until at least one relevant document 1s retrleved.

This recommenoatlon endorses the "comblnatlon strategy" for a retrleval

\§ o [

i

system using dhly relevant documents.
g . - '

o ) .
i 4

B . )
' . .
. f .
. . ‘

.

D. Strategies Using Non-Relevant Documents
ROCCth s update formula (equatlon A) considers the 1nformatlon

contalned in the set of non-relevant documents retrieved (S) to be as im-

) [N

~ portant as that.contalnéd in thc set of relevant documents retrleved (R).
If this is the case, the strategles so far examlncd'dlsregard ‘half the
available feedback informatlon.' Further, 1nformatlon from non-releuant
documents retrieved’onsthe initial search might help.those,users who
retrieve notreleuant documentS‘on the fnitial‘search (see *Section III
and‘reference 6;. Figure 6 shows that there are eleuenlsuch,users out
of:4é when N equals 5. |

However, problems arise in using the non-relevant dccuments in the

'SMART-experimental system.; There is no provisionffor negative weights in

A B /
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I L]

-
- .

quérylwill be reduced tokﬁearly the zero vector when the documents of S

. « .

are "subtracted from it. Riddle, Horwitz, and|Dietz '[11] try to avoid this

-danger in their “negaﬁivé*heuristic strategf"

‘first two non-relevant_documents retrieved.

The Rocchio strategy adjusts the mul ipliers for each qﬁ@ry 80 as

tq\weight the 'original qgery;-the sum ofvthe reievant, and the sum of the' 

%

nonJré;evaht equalﬂy, and uses all retrieved documeﬁts.

’ . ¢ ' . _ \
«, \
This etudy compares the Rocchio an

i

using toﬁal'performaqce and feedback effec

vILiB) with a strategy called 'Dec Hi', that decrements each, query by
subtracting from it the first retrieved no

query update formula‘(equétion'b), the parameter valueé}ahd

/

updaté formulas for ‘these strategies are: |

+

[ =0, w=l,ja=;( u=0, n_=N, n =0

\

|

i

: b
/ N .
Q1+l - Qi,‘+ ZE:‘Fi‘ '
1 ,

Dec Hi: w=0, Q=l, a=l,'ﬂ=—l, nécN'

" ‘ ’ N N )
Qa =9 7 Z 73T 81
- : . 1 ' -

“
o

* Figure 11 shows that the averaéé results a

re consistently better for the
e . "E R

d |'n

Al

‘'same lengch’ for query updating. There is some danger, therefore, that the

»bg;feeding-back only the-

“

| ! .
t measure. All comparisons are

/- Lo ‘ o
made with N equal to 5. Figure 11 compares the.Qo strategy (see Section

—relevant-document; In the

r

egative heuristic' strategies

,, N te ? ‘ » e -
L] ” » "\ L4 - & ‘ vt ' ~ ) ‘
! . A ""“\ . e w
g ‘ . . VI"22
. L% ) h
; i
‘ ’ | ‘o 1
- g ]
the query vector. Also, queries and documents cannot be normalized to the . .

1 .
.

#
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R
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'

-
S
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eof_the rank. That is, a charge from,rank 195 to rank 191 is equivalent to

'stratng increasedqthe rank_(lfis'considered hiéhest)»of some of the rele-

Y
-
-
4“
Y
=
!
"
v

T

"dec hi" strategy, especially on the second iteration,
. ‘ . '? B . ’ N F ' ‘ ' '
For,this experimentk\the implications of»the total performance

——

normalized preCiSion and recall results given in 'Figure 12 seem inconsistent

-

With\those of the recall-preCiSirn curves of Figure ll., On the first iter-

. , \ )

ation, the_recall;precision‘curve for the dec hi strategx is above that for
' v . ) te . . ' . . '

Qd‘at all recall levels. . However), - the normalized recall fqr the first

e

iteration is lower for dec hi, although precisionfis one‘percé t higher.

(On the second iteration, the normalized recalls are tha same, and the

v -

normalized precision for dec hi is five percent higher).; This apparent

v o .j.
paradox can be‘dnderstood by onFidering the normalized recall measure.

Y

'Each document retrieved/is aSSigned rank"'in order of retrieval

(rank l is ‘the document retrieved first) The normalizedlrecall meas

A

53

is based on the sum of the ranks of all relevant documents in the search
Avchange‘in rank affects this measure‘equally re@ardless of the magnitude -

~.

a change from 5 to 1 in its effect, on normalized recall. The same is not

truée for normalized precision. It scems evidént that while the dec hi ’
‘ . & , ' : S . .

' '

v#nt documents, it decreascs the ranks of others that are, on the average,

[

of iomer-rank already. This exolains t 1@ phenomenon of higher preciSion

at all levels of recall but lower overall normali;ed recall.

&~
s

Figure 13 shows.how much the dec hi strategy helps-the 11 users

L]

who receive no.relevant documents in the ?irst 5 on the initial search. '’ )

For the "inc.only" strategy, the . initial -earch and allvsubsequent iter-

.}. . ' . - - -I.;' ' . Lo . ’ ) i} .

.
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ations are the same for these 1l users; the precision being about 10 percent.

i

Feeding back one non-relevant ?odument fetches at least one relevant docu-

‘ : \
.~ ment on\the first iteration for 7 of these 1l users. For'some of these
- \\\ IO

queries, sume low ranking relevépt documents are pushed still lower at first.
The relevant documents which are raised to the first 53, however, provide a

. . | | '
second iteration query which often raises, these same low documents again.

-

The first iteration curve thus shows the most improvement at low recall,
while the second iteration shows great improvement all‘along'the recall-
precision curve.

Since the improvement ih total performance for the 11 "bad" queries
N :

@
A . . '

is so strikiné).it is natural to wonder whether this strategy is helping
oyhurting the other 31 users. Figure 14 shows a different curve for the

dec hi and‘Qowstrategies runionly on the 31 queries that retrieve at least

one relevant in the first 5 documents. A point above the zero line indi-

cates that dec hi is better than Qo at that recall. Both iterations are
better for dec hi, especially at the high recall end of the curve, where

they differ by as much as six percent. 'Since the dec hi sérategy improves
' ‘ . 3

et

the results even for the "good" queries, a heuristic strategy that selects

i

only Spme‘of the queries (as does the “negative heuristic strategy" of

Riddle, Horwité_and Dietz) fqr the dec hi algorithm appears unncecessary

in this environment. | A C L

..

' Figure 15 represents a total performance difference curve comparing
the "dec hi" strategy with the alternative of decrementing the query byr
subtracting the two highest non-relevant documents retrieved on each iter-

. ¢
! :

H .

) .
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ation (called “dec 2 hi"). It”shows that decrementing only one non-relevant

gives gencrally better rcsults, the largest difference being a five percent

.r“

hump at 40% recall rn the’ second iteration. 1In Flgure 12 the mallzed
measures . show the same/rclatlonshlp, the dec 2 hi strategy is one or two

pergent lower on each iteration than is dec hi. This result may be due to
- ! : ‘ A

the danger mentioned earlier, that the non-relevant documents may be sub-

tracting out most of the query. (Only one query completely disappears using
thls strategyp and 4t is erased also by the dec h1 and Rocchio's algorithms).
)&\‘«

It ‘might be p0551ble to overcomc this "dlsappearlng query" phenomerion by

l

. juggling the paraméters 7, w, 0, and 4, without 1ntroduc1ng the compllcatlons.

v

of Rocchio's normalizing method. ‘

‘ ; : ‘ _ | -
It was meﬁtioned in Section VI-C that much of the improvement be-

tween the N=10 and the N=5 curves of Figure 6 mlght be causcd by the un"““—"-‘--e.

3

/!/provement on thc 'six queriecs' that fetch a relevant document within the f1rst
10 but not the firgﬁ S on the initial search. Seven users of the unlucky

11 are heiped by the dec hi strategy; that is, the dec hi strategy provides

useful feedback for one more user than does the relevant document stra-

tegy with N—lé It is pcrtincnt o ask if the\dec hi algorithm has, in facy, *
Ny ‘

—

attalncd the, total performance of zhe N=10 curve. A;gurg_l§ shows a dif-

f v

ference curve between the N=10 curve of Figure 6, and the dec hi curve of
Figure 1ll. The N—lO cgurve is hlghcr for “the first 1te ation, ov
~// ¥ . -

percent hlghtr at the' high recall ‘end of ‘the curve. This is unde:
(.

five
tandable
¢ r\ , .- P

in view of the lowerf/c of low-ranklng relcvant documents on the first

iteration, discussed earlier in.this sectlon.' For the second 1tcrat10n,
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~ the dec hi curve is slightly bettcr at the low recall end and only sllghtly
worse at recalls between sixty and ninety pcrcent. Cons1der1ng that thL

dec hi curVe only requires half as much user effort (5 documents scanntd

»

instead of 10), the total performance results strongly favor thls non-
K] ;) . ’ . . . t

relevant document retrieval strategy. ' 3 o
The feedback offect results are not as encouraglng Using the two
verall normallzed measures and\the recall—prec1s1on curves, three stra-~

tegies are compared and the1r differences tested with the two slgnlflcance_/

AN

testds described in Section V-A, the T-Test and the WSR Test. The three

strategies that are compared in feedback effect performance are:

”S 1)

‘ retrieval method, using the first retrieved non-reclevant
A ’ ’ . = )

. - . : - . ¥ BN ‘
Feedback Dec Hi: The Dec Hi strategy with the feedback effect

fdocument.

2) Rocchio: Rocchio's recommended strategy,(withoutlnor-

malized vectors) using ali'retrieved documents.

3) Q +: The strategy descrlbcd 1n(§2ctlon VII-B, ‘that gives
aodcd welght to the orlq-nal querf and uses only relevant
documents. , . ( - -

j/( The dlfference51n feedback effect recall-prec181oﬂ curves among

//

these strategles are not 51gn1f1cant. The largest dlfferences ound

were 1.3% 1n the‘flrst 1teratlon, slgnlflcant at thé 30% lev

EEI
? i

the second 1teratlon, 51gn1f1cant at the 11% 1evel The largest aif-

,.and 2.0% in

ference between Q j/”nd any other strategy 'was 1 2%/”sI%n1flcant at the

R V64%.level-,.w.”j

] s1gn1f1cance figures were obtalned using the less con-
&/FM\c,' , : .

A\
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;gervative T-test. Figure 17 shows the differences among the three stra-

tegies in normalized recall and normalized precision. The - fecdback effect

°

results agree with the total perfo;manco resulcs‘in showing a drop, in nor-
malized_precision fof the two -non-relévant document_strategies on chc.fir;t
B iteration. The fine percent diﬁference between Qo+}and fecdback‘DecEHifls ,
significant at the 6% level,land the six pcrccnt diffcrence Between.Qo+
and Rocchio is significant at the 3% level, accordinc to the T-test. How-

ever, the Wilcoxon Signed-Rank Test (WSR) indicates that the two algorithms

L : Co -do not give significantly different results. The signhificance level com-

b

paring Qo+ and feedback Dec &f/is 46%, and that comparing Q°+ and Rocchio
: § p :
iS 95%0 . : T : !
These differépt significance levels must be considered in the light
. , 1

of the‘chafacteristics of the two significance tests. The T-test takes

account of magnitude, the WSR test considers only rank:. Evidently, differ-

« \ .
ences favoring Q°+ and differences favoring thefALn-relevant-document stra-

. i

tegy aro/;ixed in fénk, producing ins%gnificant nesults on the WSR Fest;
Yet, some of tﬁc%}esultc’favoring Q°+ ﬁnot,g&i, because the rankc are
mixed) must be Vv rf’large in magnitude, to gi@e'sionificant in@écations on
the T-test.\ Thus, for'somc queries, the Rocchio onleeedbaok Dec Hi olgo-
rithms muséibe much less;effcctive than Qb+has neasurcd‘by hormaliéed

‘ ;ecall,‘while'remaining effective as measurcd by normalized precision.

Fs
T T T e e R R I

The mormalized recall obtained by feedback effect evaluation shows
the same behavior as the total performance normalized recall on the first
: ! . o . . . R . T ‘

, iterntioé.'rﬁoth ev$1uation methods lead .to the conclusion that tho'usgmof R
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non-relevant documents for feedback apparently raises the ranks of fairly v -
14 } -
\

4 -
‘ ‘ \

some low-rankrng relevant documents on the £irst iteration.
\‘d/ -

‘'The significance levels obtalned by comparing the first and second'

high-ranking relevant documents; and at the same time lo;Frs the ranks of

iteration-resu;ks.to the initial search result githig.the strategies are
very informative.' Figures'18 and 19 show the performance of‘aloorithms
Qo+ ano_Rocchiorespectively; The significance of the-gap betneen the
initial search‘and each itexation is tested,‘using the more conservative
WSR test. |

Looking at the three recali-precision graphs, the'average perforf
mance Bf the three algorithms‘seem quite similar. In fact,‘the-differences'

in average performance are not significant. Yet, the'signifiCance levels

displayed -in Figure 18 differ greatly from those displayed in Figure 19.
For the Q* strategy, the differences between the initial search

and‘each feedback iteration are significant.f On the first iteration, the -

- N e i

“two overall mlasures and the preC151on dlfferenccs from. 20% through 50% .
- \ .

recall are 51qn1ficant at the 5% level or féSS, and only a% 70 and 80%

' *
recall are the prec151on dlfferencesinoé 51gn1f1cant at the 10% level

\
4 “n

On the second iteration, the performance difference is significant at the
5% level for'all points except 70% recall. For the Rocchio strategy,
’however, only one measure (orec1sxon at 50% rccall) shows a 51gn1f1cant

difference between the first 1teratlon and 1n1t1a1 search at the 10% level
or less.* S T - i T - ,

| - Ly T SR - E -ngg- % -
} . N e e / ‘ L \\\»///A

i /

£3

—~.

% For these comparlsons, a one-tailed 51gn1f1cance levcl is approprlate, sxnce
performance is expected to improve. To obtain one-tailed, values, the ‘
reported two-tailed values must be divided by two. That is, the proba-
bility that the first iteraticn is no_ better than the initial search is :%
or less except at 70 and 80% rccall =

Jm‘ ) '\4\
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minus o |
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eqy | 2 4.4 17.7 | 48.9 2.0 43.0
Iter v .
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minus, - |
- Dec, Hi strat- Iter- - ;
egy 2 , 7.0 2.4 45.6 3.0 29.6

/

| y |

Statistical Comparlson of Feedback Effec / |

Relevant and Non-Relevant Document Strategles _ E
Normalized Recall and Precision o

|

|

\

L3 ,1 . 1
|

|

Figure 17 : . - \

St




- ""\':L -

" Rocchio Algorithm
. * - o

1n1t1al

search

—ik’ first 1terat10n

-f0r‘ second iteration

Comparlson of Flrst and Second Iterations to Initial /Search

Differences and Significance Levels - Rocchio Algorithm b

Figure 18

Feedback Effect RecallfPreCLSLOn Curves

50 N\ .
‘ ). L N0 Rocchio: .
| B Qi = D0 0, +njr, - n )e:
o -
o
.:u} N
0 40" |— v )
2 | N :
A - \\\<Qk
2 N | |
\\\\ O ; y
a \ 4
30 |- N, T
Q .
\\¥\ T L
L4 | [N B | i - |
10 20 30 40 50 ~60 70 80 90 100
Recall
_ First .Itcr Minus | Secohd Iter Minds |Second Iter Minus
’ Initial Search Initial Search First Iter '
§ Dif- % Sig- % Dif- % Sig- % Dif- % Sig-
ference nificance ! ference nificance | ference nificanc
Normalized : ;
Recall ~3.0 60.0 -0.8 23.5 272 17.4
Normalized - > o !
Precision ~0.1 55.5 1.6 .. 20.8 1.8 8.0
Recall o . | , ]
Level 10% 1.0 51.8 1.6 30.7 - 0.6 ° 3.6 | -
o 120% 12.1 25.8 2.8 12.4 0.7 3.1 ™
30% 2.3 14.9 3.2 5.3 0.9 1.9 .
40% 2.9 10.4 4.1 2.2 1.2 5.1
50% 3.2 - ®.8 4.3 3.cC 1.1 10.9 |
60% (3.1 47.7 . 4.5 28,7 1.4 5.7
708" T 3.1 43,2 | 5.4 12,0 2.3 31
80% 4.3 T 22.1 5.8 8.5 1.5 1.8 |
90% 4.4 1941 5.1 5.7 | A3 8o
100% 4.2 21.1 5.3 7.4 j/f%l.l BERYAS
T e



VIi-36

iv ‘-_%““~:_ | -

] 0, + 49+ )x

] @ ?’_ 1n1t1a séersh ,

- —~0h-f1rst iteration

ﬁ 5 " -={- second 1terat10n

e /4 \.,3 a
o T 9]

E o~

/] 0

£ | (V]

£ ol

' A \o

| ™~

E 30 |- 2 /-—3-"""'[} 1
1 26 |_. - . \cr———o

F ] , ] L | 1 »H | | ! | R N

- . . , lo 20 30 40 50 60 70 80 90 . 100

u ' Lo L _.__ _Recall

N ; J . . | .

: First | Iter Minus | Second Iter Minus Second Iter #Minus
1 Inltlal Search Initial Search - Flrst Iter

K - -

] ‘% Dif-| % Sig- % Dif- _ % Sig- | | % Dif- % Sig-

- A o : ference
. . . » f

e

nlflcance | ference nificarce | ference nificance

i = : Normalized ] , ! ‘ -t .
] - Recall 3.1 | 06 3.7 0.1 '~ 0.6 - 24.9

Normalized
Precision

™o
<
[
L ]
[0 0]
w
Ch
"o
wn
o
O
[
(o)}
wn

Recall
- Level 10%
- 20%
30%
408
60%.

A
P

U SadUWwWwwN -
N OO BN NN O U

¥

i
H

OB U ON®O

-
[ ]

bV O OW

N O NOKHOMN O

. BN
LSO Wb OO0
O WUV EHEONDONBONN

WWWNWWWN -
~
MR OVUNNHOOOH

HFNPNMNOOOO0O

70% . ” . l 1 . . .
. .80% . ; . | .
____ 90% . . .47 . .
! OO% . . . . .
10¢ . o
Comparlson of First and Second Iteratlons to Inltlal Search
leferences and Slgnlflcance Levels - Q t Algorluhm ’
Feedback Effect Recall Precxslon CurYes mf( #
" . \\
Flgure 19 N
. N . & '. ﬁ/ .
A . . A




7~

C % VI-37

":«cﬂ'

Even on the u2cind iteration, only six of the twelQe differences are
significant at the 10% level or less, two at the 5; level or less.
significance results for the feedback Dec Hi strategyvare similar.
when comparing first and second iterations, thg Q°+ rasults
are no longer more significant than the Rocchio results; In féct,;the
Rocchio results are signif}cant (lO§ leveliot less*) for eight of the
. twel&e measures; the Q°+ results for only five. The significant im- =
provement between first and ,second jterations occurs at the high recall
end of the Q°+ curve, while éhe improvement. for the Rocchic strategy
is more evenly distributed.

This difference between strategies in the significance of the
improvement over the initial'séarch leads to a general conclusion:
Performance on all measures is less consiéﬁent for the‘non-rélevant
décument strategiés thén for the Q°+ strategy. Howevgf, since the
average magnitude of this improvement is equal for the three algo-
rithms (from the significance results prasented in Figure‘S), it musi ‘
be true that the Rocchio and Dec Hi strategies‘aré better for some
queries,aqd/égrse for pthers than is the’more consistent Q°+ strategy.

The total performance results of Figure 1%/indicate'that the
queries that retrieve no relevant documents on thg\iajti;l séarch areQ
helped by the non-relevant feedback strategies.“\Figu¥e 20 supports

~ this conclﬁsion with 'evidence that even using feedback effect eval-

uvation, the Rocchio strategy provides better performance on these o 1

-

~

o

IBID., p. VI-33. - - -
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~ relevant document strategies appears early in the retrieval process.
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eleven queries. Figure 14 adds the infqrmation that on the average,

the total performance on the remaining 31 queries is not hurt by

*

. negative feedback. The preceding paragraph leads to the conclusion

thgtgin feedback effect the Rocchio strategy gives worse performance
on some o%'these qg;ries. This conflict between total‘perfprmanCey
and feedback effect results requires fu{fhef investi;aéion of sub- &
groups of quefies. o |
The document curve differences presented in Figure 21 provide
new information aboﬁt the (performance of the négative:féedback
sérategiesf The Qo+ strategy is taken as the nbrm<éand the hocchio
and fééhback ?ec ﬁi,differencés from Q°+ are graphed. For the first
fiftéen or so docgqfnts retrievéd, both RBcchio ahd Feedback Dec Hi '
are supérigr in feedﬂack effect performance to Qo+. After 40 docu-
ments have been retrie&ed,‘both are_gégg‘worse than Q°+ in recall,
though ébout.the same in precision. The recall-precision curves of
figures 18 and 19 avérage out these two extremes, and lose the sig-
nificant inf ;métion;f - | c
fig re 20 strongly suppo:ts the conclusion impliéd_by nor-
malized rec‘lIf‘fhatjon the first iteratidn non4¥e1evant documeﬁt
straggéies tend to raise some releyant doucments, but to lower oﬁhers , i
tﬁat éré already low in rank.' The average édvantage of the hén-

After 20% of the collection has bcen scanned, the'Qo+ strategy is

clearly superior in recall. The rank-freezing of the feedback effect

At

o
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evaluation affects the ranks of the carlicst documents retrieved, so the

‘ "
o
recall-precision curves of the non-relevant document strategies appear

%

superior in total performance‘but only equal in feedback effect. Norma-
iizgd recall expresses the later large drop in recall which overwhelms the

earlier advantage of negative fi%dback. Thus, the ocument curves support

and clarify the tentatlve deductions made from the less detalled measures

presentied earlier. | . | - | ; -

- Total performance Eompariqons encourage the use 6f élgorithms‘that
employ negative feedback of non-relevan£ documents. Hoﬁever, the feedback
effect results indicate that the performance of negative feedback ;lgorithms
is highly variablg. These findings encouragé a search éﬁraa means of pre-
dicéinq the appropriate strategy for a given query. For this reasoanthe

, . N :

Characteristics of selected subgroups of queries are exploréd in the -

following section, _ - TN

v
K

E. Characteristics of Query Subgroups

®as

To 1nvest1gate the pcrformance of poaztive and neg&tlve feedback
in more detail, the available querlus are spllt several ways 1nto pairs
of query subgroups. Each ' subgroup pair répresents a ‘contrast based on
. , ~ 7 :
one\or two characteristics.: For_éxample, all qu@ries;Lith four or fewer
relevént documents might form onec subgroup of a pair,'and.all quéries
with five or more relevant docﬁments might constitute the ;onirastingl
subgroup of that pair;‘ The six quérieslthat,retrieve all relévant documeﬁts

with rank 5 or less on the 1n1tlal sczarch arc omltted from analy51s

because relcvance fgedback cannot 1mprove the f;edback effect performance




on these queries. Figure 22 lists theQCharacteristics used for selection
and describes some subdroups for which comparisons are reported.l

Each subgroup is statistically conpared to the contrasting sub-
‘group~using- thewwilcoxon -Rank - Sum test (see.- Section V)._ All. findings of
less than 10% Significance are reported in this section: If thekword
‘null’ is'nsedvinwthe'WRS cd%umnwefeawfigure)'the'significanceiienei'of
the indicated comparison'is greater than ten percent, and the 'null hypo-
thesis' of no difference between subgroups is supported."Althongh signi-
ficance level from fiv%/t;\tcn percent are nothormally considered mean-
ingful,‘they are reported here for two reasons. First, the.wés test lS.
conservative when too many ties‘in rank'occur, and the data contains ties.
Second, the numbers of queries iu each subgroup isg low, and statistical
~ significance is di;}igydt to prove for small samples. For these reasons

,

»‘Significance lcvels from five to ten percent may indicate areas for pro-
ductive investigation using larger query collections and Le'haps more
sophisticated statistical techniques. Twenty-two variables are used for
WRS comparisons within each subércnp pair.“Two ‘are not generated‘by the

search prccess; the number of concepts in the initial query and the number
p= o « .

of relevant documents (2 vars.).: The three search-reiated measures used

are correlaticn of’the modified query with'the original dﬁery,cfeedback

egfect ncrmalized.recall, and feedback effect normalized precision. ‘Nor-

T

malized recall and precision arewcalculated for the initial search,(2-vars.)
and all three measures are calculated for two iterations of two feedbagk

strategies, the pOSitive feedback Q + strategy and the Rocchio algorithm




Selection } Group Name i .
Characteristic ! (Size) | Group Description
] |
: , ' ! .
N Initial 1 Eleven Bad | No relevant documents are retrieved with
: _Search ! (11) . | rank 5 or less on the initial search.
Retrieval . % ' i
I Twenty-Five ' Some but not all relevant documents are [
( | (25). ; retrieved with rank 5 or less on the ‘
i , initial search. } d
| ’ |
3 E Relevance . Good Per- | At least one feedback stﬁategy’retrieVes
. Feedback . formance all relevant documents with rank 15 or
Performance : (16) less within three iterations.
; - . Bad Per- . ' No feedback strategy retrieves all relevant .
b | ~+formance | documents with rank 15 or less within three
P g (20) | iterationms.
| ,
Correlation % A ‘ l Six subgroups are chosen, The number of
| of Modified ' , queries in each is glven in the following
! Query with table:
| . Original '! . . - , ‘ ‘
- | Query | ' ‘| Strategy Q. Rocchio L
: : _ | ! | Iteration 1 2 1-2 1 2 1-2
o ' . Low _ . 17 16 13 16 19 17
{ - High | _ . ‘ : 19 20 17 20 17 18
. | Z : _ ’
| Relevance i Qo+ ; The Q + strategy retrieves more documentv 3
Feedback S 1 w1th rank 15 or less xn three iterations, i
(ls) i . o
Strategy : S . -
P | Rocchio The Rocchio strategy retrieves more docu- !
f ; (15) { ments with rank 15 or less in three itera- R
! ' 1
High-Low . Queries having relatively many. relevant ;
or - i documents &und. relatlvely few concepts or 3
o . . Low-High vice versa: - N, A
, gumbeptof. A ‘ (17) ' From 2-3 relevant and 7+ concepts (2) i
| Oggcigai SSéP_ From 4-5 relevant and 10+ concepts_(5) 2
18 and® y From 5-6 relevant and 3-6 concepts (5) ;
S : 74 - 5
% | Number of : 7+ relevant and 3-7 concepts ( ) i
; ¢ Pole : \l . " L :
i B;ii;:gis | Similaxr . Queries having a number of concepts 3
, i (19) '|. and a number of relevant documents i
' similar in magnitude: ' 1
‘ From 2- 4 relevant and 3-6 concepts (8) 1
| From 4-6 relevant and 7-9 concepts (6) ]
i ; i 6+ relevant and 8+ concepts (5) !
fﬁ o : Some Query Subgroups Investigated; - ,'J" : li ?

Figure 22 : . ; | - i
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precision curves are not available. However, in three subgroup'pairs,

which uses negative feedback (12 vars.). For normalized recéll and pre-
cision, the impro§eméht caused by,feedback over the initial_search‘is
used for Eomgarison‘to remove thc éffect of initial search differences
beéween subgroups. To provid¢ a direct comparison between positive‘and
negativé feedback, the differences between the Qo+ ;nd Rocchio;strategieé
in normalized recall and precision for two iterations are used i4 vars.).
Finally, tﬁe difference between the first and second iteration correla-
tion of thée modified -query with the origipal query is calculateq for each

strategy (2 vars.). Obviously significénf relationships such as the

differencé in number of relevant documents between queries with four or

-

fewer and querics with five oY more relevant doucménts are not reported.
. . » . \ . .

Normalized recall and normalized precision were chosen for the

subgroup comparisons because they are overall measures of retrieval. How-

t

ever, the analysis in the previous section indicates that the normalized

figures are riot repriesentative of overall performance as indicated by the

recall-precision-cﬁrves and -the decument curves. In particular, normalized

recall shows a large drop for the Rocchio strategy, and neither recall
nor precision refléects the initial advantage of the Rocchio strategy dis-

played in Figure 21, Therefore,'the normafized measureas may'nothbe*the

. best choice for mecaningful comparison of positive and negatiQExfeédback.

. Figures 24, 28, and 29 in this section display recall-precisiop
curves. Unfortunately, significance tests between subgroupsvfor'recall-‘_

Bt

selected by strategy, perﬁormance, and}number‘of relevant documents,

-




-

%

Wilcoxon Signed Rank tests of-the difference between the .t and Rocchio

'strategies within each subgroup were made. All differences were signifi-

cant in both strategy subgroups;.-no differences were significant in ény

other. subgroup.

A ‘ ‘
" In the figures of this section, the average values of variables

/

as well as the WRS probabilities aré presented.' It should be.noted that

the WRS probabilities do not indicate the significance of differences in

average value, but the significance in differences in rank sum when all
queries in both subgroups are ranked. The average value is reported - ¢
because it is a more familiar figure and conveys more intuitive meaning

than the rank sum.

-

The first.subgroup pair listed in Figurev22 ié familiar from
the previous section. . Figure 13 and 20 present total performance and

feedback effect recall-precision curves for the 'eleven bad' group, both

Y

showing an-advantage for the Rocchio strategy. Figure 23 pfesents SOmevof

the significant WRS findings‘fprvthis group. The average number of réle-
Vént.documents for the eleven bad queries ié 4.3, cpntrasting‘wi;h 5.5.

for the remaiping*;wenty-fivé qﬁeries; Tﬁé W?Slprobability thaﬁ these
Subgroups:represent’populaﬁions that:havé the same distribution of number
of reiévént docﬁments is less fhan:ten percent, SOYthé différence is of
doubtfui sighificance. When’the Qo+ improvement  is compared éo the.Rdéchio
improvement, thelnbrmalized récall'and precision indicate an advantage for

the Qo+ strategy in both subgroups. This finding cohtradicts.the reéall-

precision curves presented earlier, and is mileading‘for the reasons
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'stated early in this section. The meaningful conclusion to be dr%yn from

Figure 23 is that the differences in feedback improvement between subgroups

are not significant except for the first iteration of the Qo+ strategy.

e §
k!
- ¥
|
3

That is, the performance of the Rocchio Strategy does not depend on whetheér

‘or not relevant documents are available for feedback. This conclusion

agrees with the recall-precision curves for this subgroup. It should be

noted‘that the low average normalized figures for.the eleven bad'queries

are due to a-single queryq query 34, that is destroyed by all negative

feedback strategies. Since magnltude is reflected in the averages but not

in the WRS test, query 34 has a dlsproportlonate effect on the average

figures but does not similarly b1as the‘probabllltles. P/i | - .
~ The comparisons‘using correlation of'the modified query.

with the original query show stronger dif ferences between subgroups than

, ' ' , I
the performance comparisons. The Rocchio strategy changes the query¢ﬁ§;e

in both’subgroups; as expected. The Q + strategy changes the eleven

g ' : R

queries not at all-on the first iteration and,yery'little on the second.

The flgure for the first iteration correlatlon minus the~second 1teratlon

—

correlatlon indicates that the eleven bad querles tend’ ta move further
B / ! .
away from the or1g1nal query on the second 1t ration, but the twenty-flve

N

querles tend to stay about the same dlfference from the or1g1nal query.
The.directlon of the Rocchlo strategy compaﬁ&sons is the same,as that of}

1
wh

the Q + comparisons, but\all correlations are much weaker{ The eleven bad

‘queries change s1gn1f1cantly less than the twenty-five on the f1rst iter-

./'

ation,‘but on the second the amount of{changa no longer dlffers. The ten-
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-
'Eleven Bad' Group: Eleven queries that retrieve no relkevant
: = documents with rank 5 on the - | |
'ingtial search.
'Twenty-Five' Group: Twenty-Five queries that retrieve some but
‘ ) ' not all relevant documents within rank 5
: : ‘ - ~ ‘on the initial search.
L | | Wk s
: . S -~ - “I|Eleven/Bad { Twenty-Five | ProBability|
Number of Relevant Documents . 4[3 ' 5.6 ' '<10%
. Initial ./ NR. e | 88.0 <02
Search ; NP . | u2.8 72,0 <01
First _ Imppovement NR 0.0 - ~5.2 | = <05
Iter. . , Qof Strategy NP 0.2 4,6 - <02
" | Improvement NR | -18.7 | 3.3 <10
: Rocchio =~ =~ NP -0.5 3.2 null
| Second - Improvement NR 1.7 5.3 ~ null
Iter. ' Qo+ " NP -0.3 5.0 . null
LT | | oo | }
Improvement NR -}, =-10.9 3L - null .}
o Rocchio - NP . | -2.1. 3.7 ~ null .
Q+  Iterl 100.0 . 78.5 <01
Correlation S%rategy Iter 2. 95.9 ‘ 78.8° * <01
of modified - - Iter 1-2 B S -0 | <02
g;iP{;:ith Rocchio  Iter 1 59.7 . | 43.8_' 1 <01
: ue% "+ Strategy Iter 2 -~ 50,2 - 45.8 1 null
| ey Iter 1-2 R ©-0.1 <01

o ACharaéteristics of _
Subgroups -Selected by Initial Search Retrieval

sy

Figure 23
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“f1rst 1teratlon.

vperformance group. The normalized recall and prec1slon,reported 1n=Flgure

- This tendency is not observed for the Q + strategy.

v . VI-48 " .

dency for the eleven-bad»queries to move further away from the original

+
-

query on the second iteration is stronger for the Rocchio strategy, SO

that the second iteration change compensates for the lack of change in the

% ' 4
| Flgure 24 presents feedback effect recall—preclsaon curves for

@

the'subgroups selected by performance. Theseacurves seem to_lndlcate not

only better initial search performance, but also greater first iteration

1mwrovement for the good performante group. - The precision level ‘of the

-
3

good perrormance group drops less as recall increases than that of the bad

-

25 indicate be“ter 1n1t1al search but sllghtly worse f1rst 1teratlon feed--

back for the good performance group. The f1rst and second 1teratlon feed-

“back 1mprovement d1fferences are not s1gn1f1cant. It is interesting to

note that the eleven bad qucrlcs on the initial retrleval had fewer .ele-

vant documents than the rema1n1ng twenty-flve, but the bad performance

/

groap tends to have more relevant documents than the good performance

group. Als® noteworthy 1s the significant tendency of the second 1terat10n

Rocchio query to move further away from the orlglnal query in the bad per—

formance group, as though searchlng farther afield- for relevant documents.

el

Flgure 26 descrlbes the general behav1or of the mcd1f1ed \

1

queries in relation to the‘initial query. Fur koth strategles the f1rst

iteration and second iteration gueries tend\tbfbe similar in correlation \
_ . _ . « .

. S , s
with the original query. For the,Qo+ strategy, queries that don't move far

\
\

j
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Good Performance Group: Sixteen queries that retrieved all relevant
documents with rank greater than 16 in three
iterations of at least one feedback strategy.

Bad Performance Group:  Twenty queries that diu not retrieve all
relevant documents with rank greater than 16
in three iterations of any feedback strategy.

~ Good Bad ~ WRS
Performance | Performance | Probability
Number of RKezlevant Documents 4.5 | 5.7 <10%
Cor%elation of Iter 1 50.9 L6.8 null
Modifred query Iter 2 51.1 41.6 - | null
e with origiral, Iter 1-2 2.2 5.2 <02
’ Rocchio Strategy
Initial NR 90.6 79.5 <01
Search ) NP - 70.5 57.1 | <10
Improvement, NR . 2.2 4.8 null
Pirst Qof Strategy NP 2.9 3.4 | null .
lter. Improvement,{ NR -5.3 -1.9 null
Rocchio - NP -0.5" . 0.1 ‘null
Improvenent, NR ¢ 3.8 b,7 null
Second Qo+ Strategy NP 5.2 3.4 null
Iter. Improvement, NR -0.9 -0.9 null
Rocchio . NP - 2.5 ] 1.4 null

\ , Characteristics Of

Subgroups Selected By Ferformance-

Figure 25




WRS
' Probability
Correlation of Modifised First Itcer./Scceni ltor <01%
Query with Original First Iter./Iter J--Iter <01
, QO+ Second Itcr/Iter 1l-Iter null
L
Correlation cf Modified First Iter./Sccon Itex <01
Quury with Original First Iter./lter L-Teaw <10
Rocchio Second Iter/lter l--[onr null
Correlation of Modified First Iter <05
¢axy with Criginal Second Iter null
0+ / Rrachiio Iter 1 - Iter 2 <QL

Correlation of lodified

Cross-probabiliticvs for

~

With Original Quury

Figuce 26
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from the original query on the first iteration tend to move farther on the.
seéond; this tendency is much weaker for the Rocchio strategy. The first .
iteration correlations for the QO+ strategy and Roéchio strategy tend to
vary similarly, the second iteration queries are no longer related; but
the movemeqt between first and second iterations strongly tends to be in
the same direction. |

Fi&hre 27 reports the characteristics of five of the six subgroups
chosen by correlation of the modified query with the original query. For
the QO+ strategy on both iterations, queries that are more cq;related with
the originél query tend to have fewer relevant documents and inferior per-
formance. These findings caﬁ be explained by the behavior of the eleven
queries that do not retrieve relevant documents in;tially. For the Rocchio
strategy, there is a.slight counterftendénCy for queries'that reméin more
correlated with the original on the seconqﬁ;peration to have more rather.
than fewer relevant documents. The éighificant findings for the Roéchio
strategy concern the direction of qéery change bétWeen first and second
iterations. OQueries thétfmcve further from tﬁefo iginal query tend to
have_more relevant documentf and poorer perfgg;;:::. This tendency agrees
withkthe earliér findingrin ;igure 25. 'The subgroups chosen on the bésis-

of Qo+ query change between first and second iterations x¢ not shown

because for all variables the differenccs between subgroups s
null hypothesis.

Thus far no ralationships explaining the differences in performance

AN

between positive and negative feedback have been observed. No sybgroup

pair has shown significant'differences on the four final variables;
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% /
f Initial Search
} Number Normalized | Normalized -
: Relevant Recall Precision
L
% Correlation of Low 5.9 88.2 73.7
: Modified Query First High 4.5 8l.1 53.5
g with Original Iter WRS <10% 1 <10% <0l1%
: 0 + - ‘
o
‘ Second Low-. 6.3 90.4 76.5
Iter High 4.3 79,7 52.3
~ WRS <01 <05 <01
-
-Correlation of . Low 5.1 84.6 65.7
Modified Query First  High 5.3 84.3 . 60.9
with Original Iter WRS null null -~ null
Rocchio : ’
Second Low 4.9 80.3 58.4
Iter High 5.4 89.1 68.2
WRS < nutl null
Iter I Low 4.3 92.5 - 74.2
minus High 5.9 77.2 - 53.1
Iter 2 "WRS <05 <Cl1 7 <01

Characteristics Of
Subgroups Selected By
Correlation of Modified Query

with Original Query

L]

Figure 27
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S th

difference between QO+ ané Pocchio strategies tor rst and second 3

iterations. The gt::togy subyroups were chosen in an attempt to ex-

plore these differences from the opposite direction, to select the

queries that display di f‘erenrcs betwean positive and negative feedback

[24)

- and see if they also shew cther differences. Thirteen queries showing

1 Ny
-

superioxr per‘ornqnce with Q + and fiftecen showing better perforuance

- with Rocchio were selected; the remaining ecight queries showed no

difference between strategles.

' J Figﬁres 28 and 29 show the ferdback cffect recall-precision

[ curves for each strategy in each group. In the Qo+ group, the Qo+

)

| _ . '
| : ‘strategy causes slignt improvencnt on the first iteration and more
. , .

¢ ‘ impretreiient on the sacond over the initial search, but the Rocchio -

sfrate sy degrades pevformance. The initial search performance of the

t

Rocchio group is higher than that of the Qo+ group until 70% recall. 1

Both the Q + and Rocchio ‘strategies inprove per‘ormance in the Rocchio 3 1

4

e s

1 * group, but the Rbcchio improvcnient is greater. In Fiou e 29 the initial 1
1 : . search on the remaining gueries is graphed, showing that initial per-

P e T

formance is far superior for those queries that have equivalent per-

- | | ) o 1
formance on both strategies\\ Figure 30 shows a similar pattern in the S

normalized recall and precision. In all cases, the improvement caused

I

by the Q + strategy is statistically equivalent in the two groups, but A ;

-~

. the ROCCth strategy degrades performance in the Q + group. Except for

£

] | ) normalized recall in the first iteration, the Rocchio strategy improves
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v

Z Qo+ J{zatagy, Second Iteration
O Qo+_Stratagy,“First Iteration
71 Rocchio Strategy, Second Iteration
00 Rocchio Strategy, First Iteration
o
(O Initial Search
% 40
‘1\
P AN
r ‘;,
e /
‘ .
N 30
i
o)
n
20
| | | k;l\£>~4©'
- 10 L | ' | | Iz N
‘v“\ ’ r _ : L ; 1 R . 1 ) ' ! 1 4
| _ 10 20 30 40 5 60 70 80 90 100
| | ‘% Recall
Subgroups Selected 3y Strategy
Q°+ Group
- o _ " Feedback Effect Recall-Precision Curves
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Comparing Positive and Negative Feedback
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Figure 28
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) ~ Rocchio Stratedy, Second Iteration

7 Rocchio Strategy, First Iteration

2 Q + Strategy, Second Iteration
L O Q.t Strategy, First Iteratlon
. e N , O Inltlal Search on Queries in
60‘%*'~ \\\ A neither the Qo+ group or the
aonr T \\ . \\\ Rocchioc group
i N \Zﬁ\ O— O  1nitial search | ‘
%

10 ‘20 - 30 40 50 60 70 80 90 100

. | <:; % Recall

subgroups Selected By Strategy
° : Rocchio Group
.Feedback Effect Recall- Prec151on Curves |

~ Comparing P051t1ve and Negatle Feedback

Figure 29
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Q: | Q_+ Strategy d
R: Rocchio Strategy
. v \
0-R: | Qo+ strategy minus Rocchio strategy
Q6+ Group: “ Thirteen queries that have better performance
‘ with the Q°+ strategy. <
- | Rocchio Group: Fifteen queries that have better performance
i , | with the Rocchio strategy.
/ ' ) ) ‘
: N 9.t Rocchio WRS o
{ j/ﬂ; Group| Group |Probability
| ) T 7 T -
{ Initial - Normalized Recall 83.9| 82.1 null
g Search Normalized Precision| 58.6| 60.3 null
E 7 |
y Normalized - 0 2.9 3.3 null
: . Recall - - R -16.3 2.8 <01%
| Pirst : Q-R 19.2 0.5 <01
: - Iter ) : -
: i Normalized Q . L9 1.5 null
? . | Precision - | rR_ | =12.0 7.2 | <01
| Q-R 13.9 -5.7 - <01
§ Normalized : 0 4.5 3.2 null
: Recall | R -14.7| 7.5 <01
é Second | _ - O-R 19,2 -4.3 | <01
: Iter :
" Normalized , ‘ , 0 4.2 _ 1.4 null
Precision ' S -10.6 | 10.7 <01
» Q-R 14,8 | -9.3 <01
A

Y
\

Comparison of Pogitive and Negativg Feedback
- In Subgroups Selected~by Feedback Strategy

S «

Figure 30
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performance in(th .gocchio group more than the Q°+ strategy does. The
hypothesis of greaté ~yariability in performance with the Rocchio stra-
teéy is again reinforoed.

,Mafortunately, the WRS teets show no differences between the Q -+
and Rocchio groups except in feedback performance. - The indication of the
fecall-prec1sxonkcurves that the Rocchio group is superior on the initiai
search is not suoborted by the normaiized»measures. "No diffe{ences in

number of concepts, in number of relevant documents, or in query correla-

tions are found.

To further investigate strategy differences, three‘subgroup pairs'

are chosen based on feedback improvement in the normalized measures. One

<

.subgroup includes"éil queries thet show feedback iﬁprovement over the
by o , ﬂ

initial search for all measures;/~ o%é%lized recall and precision for two

{

iterations of both strategies. - There are only thirteen querles in th;s

group, because of the zero change i the 'eleven bad* querles w1th the
Q + strategy and the first 1teratlon normalized recall plunge often
encountered with the Rocchio strategy. The contraqtlng subgroup of the

'All Measures' pair contains the twenty-three~quer1es that have zero or

negative improvement on any measure. Two other subgroup pairs are chosen

R

™

similarly, one by feedback in improvemént on all measures'of the.perfor-
megpe of the Rocchio strategy (17 queries lmproved on all Rocchio measures,

1¢ did not), and the other by feedback 1mprovement for the Q + strategy

T (16 queries_improved on ell,Qo+ measures, ZQ did not).

Q . L - , o
Fié%%e 31 displays the significant differerices for the three sub-

- group paifs. A tendenoy‘for the impxovedfqueries to be less correlated -

/
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with the original'query is scen in the‘All Measures pair. This tendency is

“even more¢ significant in the pair based on Q + measurés; but it disappears

\

"in the ROCCth Measures pair. The 'Eleven Bad' queries that retrieve no

.relevant documents on the initial search account in part for these findings.

None of the queries‘in the ‘Eleven Bad‘ group are in the 'aAll Qo+,Measures

group. However, three of the cleven bad queries improve on all Rocchio mea-

sures. The eleven bad queries have high correlations with the cricinal query,

: !

espeCially on the first iteration of the Q + strategy when the correlation

i
] i

»»equals 1 for all eleven éueries.' The differences in corrtlation in the- Q +
NGO

. /

1

I
i

/;/

f

Measures subgroup pair cannot'be entirely cxplained by.the eleven queries,.
however. The eleven gqueries-do not improvc in both the All Measures and the |
Q + Measures pairs; yét‘the Q + differences‘in ¢correlation are more Slgnlf1;
cant than the All Measures differenCcs; | | |

Again an a priori chOice of 4ubgroup pairs forces 51gnif1cantl

differevces in the performance of negative and positch feedback strategies.
/ .

/

Figure 3l shows no Significant reiationship in the Q + Measures pair with

the differences betWetn the Q + and Rocchio strategies. However, in the
Rocchio Measures pair all stratecy difference measures show relatighships
Significant at the one percent level. The rcl°t10nShlpS in these two sub- -
group pairs supportMthe conclusion drawn.from Figures 28 through 30 that

the Rocchio performanCe variability creates the performance dlffeanCES

between strategies. A tendency for the t hirteen queries that improve on

all measures to favor the Rocchio strategy is Significant only for first {

-

iteration precision improvement. This tendency supports the difference 1n"'

recall-preCiSion curves observed in Figures 28 and 29. In these figures“

T

the Rocchio strategy improves the Rocchio group more than the Q + strategy
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f?{' | impgoves the.Qo+ group on the first iteratign.
; ; Except for a tendency explaihed by initial seafch';étrieval, no |
2 F ' relationships have been fouhd«thgﬁ.can p?edict feedback impquément for the
éi;i , Q;+‘ strategy or. the'Rocchio sﬁ;atégy. Hoﬁevex,‘thé“lack of‘gfrelationsﬁip R
, between fegdbaEk improvement_aﬁé initial search\performance/i; encouraging, .
;?- 'siﬁce it indicates;that'relevance feedback Cause; as'mﬁch improvement in ‘
LE? original queries piqviding in&éeéuate’information as it causes in initiali;. |
] é e ~ well-phrased queries. " )
-. i L . : , , .
Hgf | Neither the eXperimental.nor th%/analytical approach isdiates a
;?3@' | . singlehvgg;ab;e that predidtsrperfotmaqcé differences ﬁetween ﬁegative abd f ' T
§ E - rl’bositivé feedbéck. Aﬁ‘this ppint,‘although several aspects'of retrieval. !
%:é “ *W;\.QVior havg ﬁeeh détéiied, fnitial search performance.seems to Béithe\en;y
'ig | eff ctive predictor of-finalf:esults. However} it‘seems'anomalous that
i g. 3 » knéit ér'of the Search-ihdepeg§ént variables is related to any performance
% % variable.. No subgroup pair shows. any difference in number of concepts in
g ? ; | the‘o}iginal quéry; an@ldiffe:encés ih number of rglevant\documentS'are 
? % ) éignif;éant at‘thextén;percent level or insignificant. Subgroups based
i i .oé the Pumber of'c$ncépts ogwqd thé'number of :elevant show no rélationship
‘; i with‘gn& vériabie.nvg,ﬂ f . I , o | \" -
i E Number of concepts is a measure reiated'to the ;engéh of théﬁé:éry,
E ' and iﬂdicaéés the ambﬁnt of detail‘wiﬁp which the user ﬁa;.specifiéd his
i% .geeds. The‘numﬁerwof éelevant'docﬁmeﬁﬂfjis ;n indication of how wide a sub-
f; . ject arei.the.user'équery is.intendgd to speéify w%thin the'éiven document
}g colléctior.f Although these twoAvariables'are‘théoretically iméortant to
%; re;?ie?al\ each has no individual réla#iohship to performance, énd they are"




1
b

ot related to each other. <Therefore, it seems probable thgt the number of
concepts in the original query and the number of relevant documents héve
some joint reiationihig to retrieval behavior. In fact, Figure 32 shows that
‘these two variables combined are the desired predictor of performance dif-
ferences between negative and positive feedback. :
vao contrasting subgroups are chosen based on ihe relationship of
the number of concepts to the number of relevant.’ I@ the ‘Similar'féroup
the two numbers are either both low, both high, or both in mid-range. The
contrasting 'High-low, Low-high' group contains tho§§ queries with few rele-
vant and many concepts or with few éoncepts and many rélevanp. The Similar =

group attains significantly better performance with the Rocchio strategy

than does the High-low, Low—high group. The differences betwecen the Qo+ and

‘
i

Rocéhio strategies favor the Qo+ Strategyjin-the High-low, Low-high group
and the Rocchio strategy in the Similar‘group. In short, every significant

relationship in Figure 30 is echoed in/éiguré 32. The fact that some Figure
32 relationships are?weaker\gan be atgéibuted in part to thé eight 'néutral‘
‘queries 6ﬁitted from Figure'30‘bu£ i?éluded in Figure 32. T@ree of these |
‘fall'iq the Similar grbuﬁ; the remaiéing five in the conprasting'groupf

The average differences in Figure 32 compare favorably to those in Figure
?
31. Except for first iteration normalized recall, the djfferences between

(iﬁe Similar and High-low, Low—high groups are as great greater tha%}the
. v /o )

\

. f . i . /.
differences between queries that/ improve on all ‘Rocchio measures and those
. . * , . (‘\
that don't. ; ‘ v : R\\

The joint relationship of query size and number of relevant docu-
ments is of little use for pﬁédiction in an operating retrieval system,

since ﬁ&e number of relevant documeBts in the collection is not known at

the beginning of thc search. However, some estimator of the number of rele-
L] I' " N

-

4
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All Measures Group: Improved on all normalized measures
for two iterations of both Rocchio
and Q°+‘strategies. (13 queries)

Nct All Group: Zero or negative improvement on any
" measure, any strategy, any iteration. :
(23 queries) -

All Q_+ Measures Group: ' Improved on all normalized measures
: for two iterations of the Qo+ stra-
tegy. (16 queries)
@
" Not All Q°+ Group: - Zero or negative improvement on any
Q°+ measure. (20 queries) ‘

All Rocchio Measures Group: ‘ Improved on all normalized measures
' for two iterations of the Rocchio
strategy. (17 queries)

Not All Rocchio Group:: Zero cr negative improvement on any
Recechio measure. (19 queries)

" o \ Not All
\ “All Not All Q°+ All | Rocchio | Not All
: * Measures | All | WRS ‘-Measures Q_+ | WRS |Measures | Rocchio | WRS
_ Iter ' o ' : v
' Q°+ 1 77.8 89.1} =1% 77.9. 20.8| <1% 82.5 87.3 null \\
‘ ' ‘ 2 75.9 88.71 <1 76.0 90.5| <1 80,6 87.1 | null T
Rocchio 1 42.4 - | 52.2| <5 41.1 | 54.6| <1 [_45.7 51.2 |null | \f
2 42,2 47.8] null 40.5 50.0{ <10 i]42.8 48,5 null s
Correlation of Modified Query With Origina%MQEfix/ﬁ- %
-Ite; NR -0.4 11.3} null . 2.6 12.5| null -2.0 15.2 <1% |.
1 NP ~-1.2 4,8} <5 0.1 4.7| nulll /5.6 10.0 <1
Itet NR -0.8 | 8.4| null} -0.2 9.3| nu11f -4.0 13.1 |« ]
2| wp -1.6 3.2| null{ -0.3 2.9{ null|' -6.7 8.8 |<1

o+ Strategy Minus Rocchio Strategy

e T

| | Comparison of Negative and Positive Feedback

In Subgroups Chosen by Feedback fﬁprovement

Figure 31
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'Similar' Group: : Number of concepts in original query and
number of relevant documents are similar
in magnitude;

From 2-4 relevant and from 3-6 concepts,
from 4-6 relevant and from 7-9 concepts,
6 or more relevant and 8 or more concepts.

'High-low, Low-high' Group: Few concepts and many relevant or few
‘ relevant and many concepts. Not meeting
the criteria of the 'similar' group.

.
Hign-low : WRS
Lew-hign [ Similar | Srobability

Tniticl Norn.ziized Recall | 2.2 EC ., rull
3earch Normalized Precision 60,0 65.8 null
Normalized Q 4.8 2.5 null

First Recall 'R -10.7 3.1 <10%

Iter 0-R 15,6 -0.5 <01
Norralized 0 3.5 1.6 null

Precision R -6.8 5.8 <()5

Q0-R 10.3 -4 ,2 <0l
Norwralized Q 6.1 2.5 U null

Recall ; R| =10.4 7.7 <05

Second Q-R{ .16.5 -5.2 <01

Iter . .

Norralized Q 5.4 1.6 null

Precision R -6.1 9.0 <02

Q-R 11.5 -7.5 <01
. . 7

o

Comparing Positive and Negative Feedback
In Subyroups Sclected by
Number of Cenceots iz Original Query

and Number of Relevant Dccuments

Figure 32




e

; vant documents might be available to the system before feedback. The user

could be asked to state whether he intends his query to be specific or gen-

eral, and some users might even be able to estimate the number of relevant

documsnts available. In a larger collection the number of relevant docu-

ments retrieved on the initial searchmﬁigﬁgmﬁéiuseful for predicitdgf;g“thé
nurnber of relevan£ documents available. In this collection the number of e
freleyant doéunents retrieved by the original query when N equals 5 corre-

lates highly with the number of rele¢vant documents in the collection.

1

Spearman's coefficient of rank correlation 'is significant‘at the on‘-percent
lével. [21] However, the number of relevant documents retrieved cén f
range from O to 5 only, and this range does not provide sufficient in'orﬁa-
tion for predict;on of differences in perfofmance of negative and pos£$ive
feedbéck strategies.

When the number of relevant retrieved and the number of coﬁcepts
are used to predict strategy differences, the WRS ﬁest results support the
null hypothesis., Neverthcless, a saérch for a predictive relationship
between query size and some estimator of the number of relevant documents
might well be profitable in a larger collection.

The results in Figure 32 indicate the possibility of taking advan-
tage of the'perférmance dif ferences between negative and positive feedbaék
by choosing in advance the appropriate strategy for each query. Another
approach is to develop a single aléorithm that causes feedback imprerment
on all queries. With this‘possibility in mind, the factors.causing the
failure of the Rocchio algorithm on some queries in the High-low, Low-high
group should be inchtigated. . It is evident from earlier results that ﬁhe
inferior'Rocchio performance on some queries is not caused by a f;ilure to

retricve relevant documents on




the initial search. 1In fact, the possible Obiiierati

on of the initial query .
by subtraction of non-relevant documents does not appear to be a gencral
problem. Only query 34 is reduced to zero by the Rocchio strategy. All

other queries gain in length on the first iteration. Of the ten queries

that lose Some concepts, seven gain in performance from the change.
g

¢ The data presented in this section does not directly indicate the

S . :

:’)\;;‘x 4 . '
g LA causes of the variability of the Rocchio strategy. In Section VII-C a 3

hypothesis consistent with all experimental results is advanced to explain

the contrasting behavior of positive and negative feedback.

v

T




Chapter, VII
Recommendations Based on Present and Priér Experiments

In this section, recommendations for practical interacgiv; retf;evai
systems and for further research in relevance feedback are made. First,
specific%recommendatioqs for operational interactive retrieval are drawn
from the experimental results presented in the previous section. Then five
general areas of concern are diséusseﬁ and research problems are suégésted
using present and‘prior experiments as foundations for conjecture. Thesa
general areas are evaluation of relevance feedback performance;/ﬁég;;;;k of
non-relevant documents, partial search strategies, and multiple query feed-
back strategies. | |

A. Relevance Feedback Recommendations for Concept Vector

Document Classifications Systems

The findings of this study apély to retrieval systems that use posi-

tively‘weighted concept vedtors to describe both documents and getrigval

requests. S%ht{on is necessary in generalizing.these results to systems
that differ from the SMART system in such aspests as the vector distance
function used for retrieval, or the significance of{v ctor position and

weight. magnitude. If the cosine correlation is used as \the distance

function, and if each vector position signifies a subjedt classification,

and if the magnitude of a weight is in some way rclated to the importance
. l {\ ' : .
of the corresponding subject in the document being classified, the means o

-

of construction of the cdngept vectors should not affect the applicability

~

of these resultgg
4
"Because of the characteristics of the Cranfield 200 collection

(Section IV), these results are most relevant tc collections of article-
\

~

i i PR
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wlen"gth documents from limited technical subject areas, classified by infor-
mation from the document abstracts. The following considerations are im-

portant when generalizing to document collections of realistic size.

a) The generality (ratxo of number of relevant documents avall-
‘ able to collection size) of a larger document collectldh
would be lower. Lower generality would result in lower

_— precision and less striking precision improvement. [18]

b) The relationship of the number of documents provided for
feedback to retrieval results would change as the &elation- ‘
ship of this number to the collection size changes. Five
documents, the number. used most often for feedback .in this
study, cqnstitute 2.5% of the experiméntai collection, equiv-
alent to fifty documents in a collection of as few as two
thousand documents. Therefore the results presented in
Section VI-C must be interpreted with regard to the relative

as well as the absolute magnitude of;N. | | )

-~

c) The proportion of retrieved relevant to.retrieved non-

. relevant documents might become'smaller in a larger document
collection, although this proportion probably would not main-
tain a constant relationship to the ratio of retrieved docu- }
ments to collection size. Comparison of feedback strategies

| using’only relevant documents to those using non-relevant

documents would be -particularly affected by this proportion.

d) The number of queries available for the expériméntal collection
is dangerdusiy low from a.statistical viewpoint. The subgroups
results in Section VI-E divide a barely adequate query sample .
into even smaller groups. Although care has been taken to
choose contrasting subgroups of near equal size, results of'
these experiments cannot be used for practical recommgndations‘

without verification in larger collections.

AN {
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Because of the importance of these size considerations, experimen-

tation with larger document collect.ions is strongly recommended. The

5

1000 to 5000 document size is convenient for many reasons. First, the time

3

and money needed for,experiments would not be prohibitive. Second, a

-collection of that size could:be found that wduld be useful to some pro-

fessional or student group, so that actual users might be made available.
Third, subject area clusters of this size would probably constitute a

lower search level in a multi-level algorithm for large libraries, so the}

. techniques found useful by experiment could be directly applied as sub-

B

units of s&ch an algorithm.
Deépite the,gimitiné‘considerations listed above, some recommenda-
tions cankbe drawn from the data presented. Fir=t, the general usefulness
of the relevance feedback £echnique is supported. Comparisonvof a lérger
and ﬁore'carefully chosen exéerimental document collection (Cranfield 200)
to a émaller and less realisticrone iADI) eﬁcouragesxthe generélization
of these resu%ts to even l;rger collections by demon§tratin§ that feédback
improvement is maintained in spite of a lower ratio of relevant to non-
_relevént docﬁments‘available. For a more definite confirmation of thi§

‘i‘ é EE L

finding petfbrmance in the Cranfield 200 collection should be compared to -

A 2

that in the full Cranfield collection, because the ADI and Cranfield 200

collections are not directly comparable in subject area, query construction,

Y

or document characteristics.

[

The demonstrated stability in the performance of algorithms'usinq
only relevant documents for warious relative weightings of the original
query and the retricved documents also éupports the general usefulness of

L
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of the techniéue..'None of the fsfﬁulas used in this study fsr 'relevant
only' strategies can be chosen és superior. This conclusion agrees;with the
results reportad by Crawford and Melzer {12}, who find no indication that
the original query must sttetained after tﬁé_ihi£ia1 search. \

Firm concMisions can be ieached concerning the number of documents
used for feedback with strategies using ohly rslevant documents. The. per-
formancé improyemeﬁt caused by feeding back more‘documents is impressive
up to five percent of the collection and still noticeable at scven and one=~

4

half percent Qf the collection. In a document collection of useful size,

T

input-output ‘time and user effort«wguld limit feedback to far less than five
percent of the céllection.' Therefore the following algorithm for déter- K\
miningsthé number of documénﬁs to be used for feedback is recommended‘fof
larger collections on the basis of the results in Section VI-C.
'At least n documents, are 'initially retrieved for each user. If
none of these n are judéed-relevaﬁt, more documents are retrieved until
one relevant document is found or N documents have been retrievsd. The
numbers n-and"N are chosen considering cost, input-output time, and user
effoft in the particular setrieval system. From;the results ofithis sﬁudy‘
a value of 5 oi more is suggested Eor 5, and a value less thsn or eqﬁalitof
fivé éercent of the collection is’iecommeﬁﬁed f@r N. This-combinatioﬁ feed-'
back algorithm should be tested with strategies that sse nonrelevsnt docu- |
ments for feedback. |
| For queries rétrieving no relevans do;gments within ‘N documents,

the Rocchio strateg§ (Séction VI-D, reference 9) using nonrelevant docu-

ments is recommended. In fact, the Rocchio strategy is often superior to




strategies using relevant'documenfs only even when relevant documents are
‘gevailable for feedback. In the experimentalycoilection the Rocchio stfa-
tegy is superior on 36% and.equal on 32% of the queries that retrieve some
but not all relevant documents on the first iteration. Nevertheless, bee
cause of the variability in negativewgee§beek performance reported in
Section VI-D. feedﬁack of nonreleeant\aabemente eannot be recommended as

‘ a.genefal strategy. Possible causes_ef'negative feedback variability are
discussed in éec;ion VII-C. The recommendation of the‘Rocchio strategy for

<

queries retrieving no relevant documents is supported by Steinbuhler and

“Aleta., (13]

3. Evaluation of Relevance Feedback Experiments
The evaluation proﬁijes encountered in this study give rise to
several suggestioes for future’experiments.‘ Some of the recommendatisns
made in this section areiapplicable only te the evaluation ofA;nteractive
feedback'techniques, bdt‘ethers are generally valid for information retrie-
val experiments. |
;A . The variability of the results reported in Section VI-D casfs doubt
| -on 11 com§arisons.of average values of ret;ieval performaece measures, and
demands tests of statistical sigﬁificanee for meaningful comparison‘oﬁ.
retrieval“pafameters. Iq‘Fieure 17, a eifference of 7% in nprmalized recall

L

is not statistically significant, yet in Figure.l9 a difference of 3.1% is

oS

found significant at the 0.6% level. Obviously it is dangerous to use the

magnitude of performance'differences as the only indicators of significance

Ain the e*perimental environment of this study. The same evidence supports

the recoﬁmendation that larger query samples be obtained. | Lo
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The apparent conflict betwéen,the normalized recall measure and tne

recall-prec1s10n curves for negative feedback is’ resolved by the document

, curves of Figure 20. ThlS suggests that valuable 1nformatlon is lost by

*
A

~attempts to condense complex retrieval information into overall performance

measures. Even the ten-point rzcall-precision curves do not preserve the
. L - - N .
{

\%j;%\g information contained in the‘document“curves. The two-valued measure, nor-
malized recall and precision, loses allvindication of the superiority of

‘ . the Rocchio strategy when less than 40%'of,the collection‘has been retrieved.
Thig situation presents a problem in evaluation, because available
tests of statistical significance»deal‘with single valued measnres of per-

formance. Determining the joint slgnlflcance of more than one measure

.

Yequires that the stat1st1cal dependence of each measure on the other be

known. In 1nformatlon retrleval, all measures of performance are based qn

J'.

a single ranked llst and thus cannot be assumed 1ndeoendent, vet the depen-

dence of one measure on another is difficult to determine, and may vary in’

'
*.

different experimental situations. For this reason no attempt is made in

this study to estimate the joint significance of more than. one performance
measure. . Since no single valued measure preseryes‘the'information most

—a

meaningfplvto thesekexperiments,‘there is;no Way to determine the overall
statistical’significance of the differences between posltive and negative
feedback strategies. |

?z o . In this conplex experimental.entironment it is imperative that the
experimenter have a clear conception of the qnestions he is asking, and that

i \ " he choose performance measures that can answer his questions. A convincing

example of/this neceSsity,pccurs in Section VI-C of this study, where:the
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tried-and-true reéall-precision curves ére’fdund inappropriate as a measure
of the effect of amount of feedback on performance. ,Béth in Section VI-C
and SeciiqanI—b_the doqument curves are used to prevent misinterpretatioh
of the mqré commonmmeasureé. Tﬁe.evaluation problems mentiohed stiﬁuléte
thought in thfée areas: S?mmary measures of peiformancg, interpolation
methods for recall-precision curves, and eval&ation methods foi interactive
strategies. The suggestions made in these afeas arise Qiyectly from con-
sideration of the questions being asked by the experimenter andxthé questions
being answered by ‘the pefformahce measure. | |

Although summary measures of performance such as normalized recall

and precision lose information, they aré nevertheless valuable for statis-.

ticgi évaluation. Since all information cannét be retained in a summary
6ea;ure, a measure of the aspect,o; performance most relevant to'thé experi-~-
- | ment shouid be chosen. The failure of normélized»iécall and precision to
reflect the early retrieval adéantage.of the Rocchio étrétegyjsuggeskg

that these measures are answering the Wrong qﬁestion;:"Theﬁ éum the recéllw
and precision at gach possible cut-off point over the entire dbcumenﬁl
collectidn,‘ahd wgight, acﬁ'possiblé‘récallvox precision value‘équaliy.

-  From a practical standpdint however, early retrieval performance is more .

2o

important than performahce after -most of the collection - has been retrieved,
especially when interactive iterative search algorithms are being tested.

o~ | Normalized recall in particular seems intuitively inappropriéte for this

study in that a change in rank from 195 to 191 has the same_éffec; on nor-
5 © e

malized recall as a change from five to one. Yet the idea of summing recall

or precision at all cut-off values is a sound basis for a summary measure of
53 . - N i )
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"~ where Rj and Pj are recall andwprecision'at a cuﬁ-off of rank j. Weighted

VIiI-8

performance. Two alternate measures, called weighted recall and weighted
precision, are suggested that preserve the summation idea but attach greater
importance to earlier retrieval. Rocchio's normalized recall and precision

are stated most simply by the following formulas:

P

N S
!
NR = — E Ry - .
j=1 | :

Vi

~]=

_ 1
NP =
i=1

1S
»

recall and precision give a weight of N to the recall and precision values
at rank 1 and progressively smaller weights to later values, as indicated

by the foliowing‘fo:mulasl

’

__2 \ , ﬁ
WR = NN L) ; (N=j+1) Rj
=1
| N \
2 § . \
W S SmwIT ), (MeID) P )
i=1 L |

The multiplier

e B

as normalized recall and precision. .Similar formulas.can be constructed

2/N(N+1l) gives weighted.recall-and precision the same range

giving more or less relative weight t. earlier retrieval performance. In

*

this way a range of two-valued summary performance measures can be provided

from which an experimenter can select the measure that reflects his concerns.




| : | » VII-9

The interpolation methods used for the reca111preCision curves in
thxs study have been supported or criticized in the past with regard to(the
'meanxng of the average curve obtained. Statxstxcal tests .of the signifi-
cance of precision differences at each level ‘of recall treat each interpo-
lated value as a measure of the performance of a single query, and may com-

. pare interpolated precision values to actual values achieved by other queries.
Thqs the meanxng of the single interpolated value is the important factor in
a choxce of interpolation method, because each interpolation method defines

Ferformance equlvalence relation among queries with different numbers of
rélevant documents.

f

; To nake this poxnt clearer, the example query of Figures 1 and 2
%s used. This query, now called query A, has four relevant documents and
retrieves them with ranks of 4, 6, 12, and 20. Suppose query B has eight
relevant documents: What ranks are assigned to these eight doquments by
Query B if it achieves berformance equivalent to that of query'A?

The rank of every other relevant document retrieved by query B is
determined by’the precision after each relevant document of qhery A is
retrieved. That is, the second relevant document is retrieved by query B
‘with rank 8, giving prec151on of 2/8 (1/4). The fourth relevant document
of query B has rank 12, the sixth rank 24° and the eighth rank 40. The
ranks of the first; third, fifth, andasevehth documents releyant to qdery
~ B are determined by the interpolétion method used; beeause,fer statistical
comparison the preeision after the firet relevant docdméht of duery B %s

retqieved must be dguivalent to the interpolated value for query A at 1@.5%,

the precision after the third relevant must be equivalent to the interpolated
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value for query A at 37.5%, and so forth.

Figure 33 g;ves the ranks of the eight relevany docurent.s of query
B that are defined as ‘equivalént' to the ranks éf the four relevant docu-
ments of query A: ¢4, 6,’12, and 20, by several interpolation methods in-

cluding Quasi-Cleverdon and Neo-Cleverdon. = Only exact integer ranks are

aséigned in the SMART systeﬁ, but integer ranks equivalent to the ranks

/
i

listed for Quasi-Cleverdon could ?écur if a query had enough relevant docu-
ments. Note the underlined rank of 6 divep to the second relevant document
by tﬁe Neo-Cleverdon interpolation. At this point the Neo-Cleverdon inter-
polation igﬁores the act;al Query A precision at 25% recall and assigns a
new precision value. This diséarding of achieved recall levels is doqe by
Neo~Cleverdon wheneVer.the‘precision at a subsequent recall level is higher.
The 'Lower Limit' interpoiation represents the wbrst performance any query

- could achieve and still maintain the Query A precision values at 25%, 50%,
75%, and 100# recall. The"Upﬁer Limit' interpolation repfesents the best
possiple performance. The 'Equal Proportion' interpolation expresses the
“intuitively appealing idea that thé relevant docuﬁents'rétrieved between the
recall levels achféved by Query A should be ranked half-way between the

Kadjacent well-defined ranks. Figure 33 shows that the ranks definé@ byl
\ ' ¢
4

Y

Quasi-Cleverdon\Interpolation are only slightly different than the Equal
Proportion ranks. However, the Neo-Cleverdon interpolation is closer to
the bottom limit after the highesﬁ prééisidh‘poiht has Qéen‘achieVed and

near the top limit before the high point of precision,ﬁfThe underlinéd

rank of 6 is in fact above the top limit.




Query A:

Query B:

Quasi-Cleverdon
Neo-Cleverdon:

" Bottom Limit:

Top Limit:

Equal Proportion:

An example query with four relevant documents. For
query A precision values at points other than 25%, 50%,
75%, and 100% recall must be interpolated.

A hypothetical query with eight relevant documents
that achieves performance ‘equivalent' to query A.
In each column of the table, the ranks of the eight
relevant documents of query B are set to give the
same precision as the interpolated precision defined
for query A by a given interpclatiorn method.

Interpolation methods described by Figures 1l and 2.

An interpolation method based on the bottom limit
of performance that a query could achieve and still
have precision values equivalent to those at the
uninterpolated points of the given query.

An interpolation method based on the top limit of
performance a query could achieve and still have.
equivalent precision values at the uninterpolated
points.

An interpolation method based on' assigning an inter-
polated rank at each recall point such that the assigned
rank and the adjacent uninterpolated ranks are related
in the same proportion as aré the recall points of
interpolation and the adjacent achieved recall levels.,

Recall Query A | Equivalent Query B Raﬁk%<as Defined by:
Level Ranks - :
Quasi- Neo~ | Lower Equal | Upper
j | Cleverdon | Cleverdon | Limit | Proportion ’ Limit
12,5% 3 8 | ! 1
25 i 4 , 6 8 | 8
37.5 0.3 | 9 12 10 | 8
50 6 12 12 12 S 12 l 12
62.5 | 17.3 20 24 i 18 L 12 ' i
75 .12 24 2 24 | 24. | 24
100 l 20 40 40 s | 40 | 40

Examples of Performance Equivalence Between Queries
| As Defined By Different Interpolation Metchods

\

Figure 33
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Figure 34 demonstrates all five interpolation methods in graphical
form. The small squares on the graph represent the uninte;polated pre-
cision values achieved by Query A. All other figures represent the inter--
polation points at each fiveﬁpercent of recall defined by the five inter-
polation strategies described. 'It is evident that the Quasi-Cleverdon and
Equal Proportion interpolations are almost identical.. The Upper Limit
interpolation is net graphed until 25% recall since\it assigns 100% pre- .
cision to all earlier points. Beyond 25% recall th:\vpper Limit and Lower
Limit interpolations define quadri;aterals within which any precision
value is possible to a query with_equivalent preeision at the uninterpolated
points. The two circled points of the Neo-Cleverdon interpolation are Butf‘
side the defined quadrilaterai and thus are impossible.

Note that none of the interpolated curves bear.any resemblance to
the sawtooth curve of Figures 1 and 2. The sawtooth curve represents the

/

behavior of pyecision values in a single query between achieved recall
, i , —_—

levels. It isrcdmpletely irrelevant to interpolation, because the inter- *

1
/
/

rolated val&esvare statisiically compared to the precisiqn at achieved
recall ievels of other queries, not to precision BEtween achieved levels.

A comparison of Figure 1. and Figure 34 shows that many points on the saw-
tooth cufve‘fall outside the range of possible interpolation points defined.
by the Lower;Limit and Upper Limit interpolegions.

A basic question arises from th&e discussion: 'What interpolatipn
»ﬁe;bpdprovidee thewmoet appropriateddefinition of equivalent pe:formanée
for queries having different numﬁees of reievant documents?’ Figure’34
'shows that the range of possibly equivalent interpolation éoints‘is greae.
One way of defihing‘erivalence would be to'pick the'pe:formanee within'

the possible range that has the same probability of occurrence as the per-
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formance of the query for which interpolated Qalues are éought. However,
if it is‘assumed that integer ranks ‘are assigned randomly without replace-
ment, the Lower Limit interpoclation cﬁrve in Figure 34 describes a perfor-
mance level more probable than the performance of example Query A. The
assumption of random assignment of ranks is inappropriate for information
retrieval, because both the query Qectors and the document vectore would

have ©to0 be random. The controlling piobability“determinant for this study

8

is thg set of document vectors, because it is unchanged from one experiment .
to the next. Thus an appropriate definition of equivalent perfgrmance
would be pérformance equallf probable in.tﬁe given set of document vectors.
This probability could befeétiméfed from‘é;perimental results. For exper-
iments that evaluate changes in éhe docgment spéce, the determinants of
probable performance would be the congfgnt fagtors.in the experimental en-
vironment.

A rough estimate of an apprépriate equivalence relétion can be
derived from the fact that normalized recall, normalized precisior, and the
documént curves each provide a definition of equivalent performance.

Equal performancé for both recall ahd precision is defined by the document
cufves,as performance equal at each cut-off rank, and by the normalized
measures as performanée giving an equal sum over all cut-éff ranks. Since
precision is defined as relevant retrieved divided by‘tdtal retrieved,
normalized precision equivalent to query A is provided by a query that

retrieve§ a relevant document at ranks 4, 6, 12, and 20 and no other rele-

vant documents, or by any query that has the same. sum of precision at each
cut-off value. Lowér}Limit interpolation provides a lower overall sum of
' ! . ‘

precision values because the same precision levels are achieved a' lower

ranks. Therefore, the normalized precision definition of equivalence would .




- .

give slightly higher ihterpolatéd values than does Lower Limit interpolation.
Recall, however, is defined as relevaqt retrieved diQided b} total

relevant,'éo query B would have recall equivalent to‘query A if it could

somehoy retrieve the first two relevant documents with rank 4, the second

_ two with rank 6, the third two with rank 12, and the last two with rank 20.

 The nérmélized recall definition of equivalent peﬁgsrmanqe demands n times

the precision at each recall level for a query with n times the number of

relevant documents. The Upper Limit interpolation gives_léwer values than

this at all points.

To provide some estimate of a reasqnablé}equivaleéce relation fo;
the experimental environment of this study, the relationship of number of
relevaht documents to initiallnormalized rgcall and. precision are pfesented.' g'{
Spearmah'é coefficient of rank correlation is positive for precieiQn‘(.ZSX‘ "
and slightly‘negative for recall (-.017). [21] If either normalized pre-
cision or riormalized recall provided a valid definition of equivalent pér-
formance for this query and docﬁmept collection, the number of relevant
documents would show no correlation with that measure. Therefofe a defini-
tion of equivalence“that coincides with the pérformance observed in this
environment would be somewhefe between theﬁdefinition_implied by normalized
:precision and that impliéd by normalized recall, but closer gg.thag 6f nor-

malized recall. That is, an appropriate intérpolation method would be ;g

closer to Upper Limit interpolation than to Lower Limit interpolation. This

conclusion c¢ontradicts the opinion expiessed by the proponents of Neo-

Cleverdonvinterpolatioﬁ that the Quasi-Cleverdon method giveé artificially.

“high results. The rank correlations of initial normalized recall and pre-

cision to the number of relevant documents indicate that the Quasi-Cleverdon

interpolation may be conservative in the environment of these experiments.

A

Py

e




Three considerations mcntioned in thé fofegoing'diécussion.support
the recommendation that Qhasi-Cleverdon ihtefpolation rather“than Neo-
Cléverdon interéglation be used for_inve;tigatibﬁs in query énd docdhent
collections similar to the Cranficld data. First, the Neo-Cleverdon .inter-
polation supplies data points ﬁbat could not occur in a query with pre-
cision at uninterpolated recall levels equal to that of the query beinQ
represenﬁed. Since interpolated data points are statistically compéred:to
achieved data points of other queries, ignoring some of the,achievéd
data points of a query is inappropriate. Second, Quasi-cleverdon'
interpolation gives results similar to an intuitiQely pleasing method

Y
(Equal Proportion) that assigns an interpolated rank half-way between the
r;nks a query with comparable p;eciSion at uninterpolated data poin?s could
achieve. Third, data supports tnc conclusion that the Quasi-Cleverdon inﬁer-
polatioh,does not give interpolated points that are artificially hig? in

this experimental environmeﬁt;ﬁ’Further investigation of the relationship

of rctrl sval performance to the number of relevant documents should be

conducted to support the clhoice of an interpolation method that provides
. s y el . »

4 ‘ |
a meaningful definition of equivalent psrformance for different queries.

Such an intérpolation method could lead to more general and more meaningful

use of recall-precision curves as measures of retrieval perfoxmance.

»
4

When Hall and Weiderman (17} propcge feedback effoct avaluation,

they are saying that total perfdrmance measures do not answer the queétion

-

that is most relevant to relevance fgedback experlm;nts. Con51deratlons

of the questions tbe experimenter wishes to ask leads to the constructlon

of several evaluatlon methods approprlate for relevance feedback, one of

. v:..‘ -

which is also us;ful in evgluatlng other stratcgles that- requlre partlal

"searches of the document collcction. o
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Total performance, when,evalua;ieé an iterative ssrateéy, answers
the question 'How much closer;is the modified'query vecﬁor to the optiﬁum
query vector (Section III, Reference 9)2' Hail end Weiderman state that
"For a relevance feedback system the measure of its effectiveness should be
a measure ef how many new relevant documents are retrieﬁed'as a result of
feedback." [17] However,'feedback effect evaluation does not measﬂ?e the
variable that Hall andQWeiderman progose; Instead, it answersﬁthe question
'What is the overall retrieval performance of the system after eaeh itera-
tlon from the viewpoint of the user who is 1nteract1ng with the systaﬁ?

Tﬁe‘dlstlnctlon being made above is based on the components of} per-
formance that are isolated for measurement. ToO measure how many new igle—
vant documents are :etrieved by feedback, the change.ih performance caused
by,the feedback on each.iteratioe must be isolated from all other factors.
In feeaback effeet evaluation, the early retrieval of previous iteretioqs
beeomes'an_albatross whice,is hung on each new iteration, so that the possi-
bility of change in reporteé ge;forhance becomes less forleach ite:ation.
The descriptioh of feedback effect in Section V-C makes this éoint clear.

Before further d1scuss10n of the questlon thut Hall and Weiderman
ask, the qucstion thas Feedback ?éfect evaluation answers 1s explored.‘
Figure 35.shows’total perfgimance evaluation with Quesl-Cleverdon inter-
polation and Feedback Effect evaluation with‘Neo-Cleverdon.{nterpolatien for

A}

two comparaﬁie strategies (Total Performance Q and~Feedback Effect‘Q +)

e f
wlth N equal to 5. The dlfference between ‘the 1n1t1a1 search curves is |
entirely due to the‘difference in interpolation mdthods.

The first ite:ation_tdtal performance curve shows that for the

average information request the modified ¢query vector is much closer to the

optimum query vector than is the original query vector. The'change in total
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' performance from first iteration to seccond.iteration indicates much less

-

change in the f{uery vector was caused by relevant’ documents retrleved on

-

« the first iteration than was caused by relevan documents rntvleved on the

initial search. This smaller. change is due in part to the fact that total

.
-

. . : s . ) : . ~ N -~
performance cvaluation does-not- retrieve five new documents for the second
» ! — .

S iteration wodification. The five documents retrieved on the initial search

) . : ,
are new, but the five retrieved on the first jteration probably include all

. Lk

relevant documents retrieved on the initial search.

‘a .

The feedback effect..curves show much less change than theftota; per-

~ r

formance curves after the initial search, demonstrating that the user inter-

\actlng thh the feedback system observes little of the effect of the change
\

e

1n the posxtlon of the guery vector., The largest changes in the feedback

~

°3effect curves aré observed at high recall levels, because the fre021ng of

3

the early retrieval 11m1ts~possxble galns in precision at low recall levels.
. > ,

\\\ The slxght lmprovement obsethd at low recall levels 1s probably due to the

1eftward ten51on of later precision 1mprovements by Neo-Cleverdon inter-

polation.

The comparison of total performance curves/to Feedback Effect curves
shows that great improvement in the'position of the query vector'is needed

—

before the user at the teletype notices an overall’ lmprovement in ‘inter-

. -~

active retrieval. This conclusion is sxgnlflcant in predlctlng the psycho-

logicdl impact of automatic interactive retrieval on | its users.

Two methods of evaluation answer two valid questfonswéboﬁt“interiéfww'

w

active . retr1eval systems. Yet other questions can be asked, and other eval-.

uatlon mefhods can be ‘constructed to ‘answer them“*cFour—examples of*p0551blewe.

evaluation methods are presented below, one of which answers the hall-

4

Weiderman question 'Hdw many new relevant documents are retrieved as a result

it
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Initial Search, First Iteration, and. Second Iteration
for Total Performance with Quasi-Cleverdon Interpolation.

Initial Search, First Iteration, and Second Iteration
for Feedback Effect with Neo-Cleverdon Interpolation

w‘
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.Comparison of Two Evaluation Methods

Total Performance Evaluation with Quasi-Cléverdon Interpolation

) _ ~and - B
Feedback Effect Evaluation with Neo—Cleverdon Interpolatlon

. Comparable Strategles, N=5
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Figure 35
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of fecdback?'

The total performance evaluation method is inappropriate for rele-
vance feedback because it does not ensure that the documents used for feced-
back have not been encountered previously. This fault in the evaluation
method does not invalidate the question it is intended to answer: 'How
much closer is the modified query to the optimum query?' The total perfor-
mance algorithm is here modified to answer this question for more than one
iteration of relevance feedback. The modified algorithm flags all documents
presented to the user for feedback, and presents N new documents on each

th new document in the list ranked

iteration regardless of the rank of the N
by total performance. The recall-precision curves resulting from this algo-
rithm could be directly compared to those generated by the total performance
algorithm in experiments not involving document feedback. However, the
document curves are changed in meaning because different queries would
assign different ranks to the Nth new relevant document. Nevertheless, the
modifiecd total performance algorithm is needed to determine the performance
increment caused by feedback iterations after the first. Both total perfor-
mance and feedback effect evaluation limit the attainable performance of
later iterations. Both evaluation methods therefore indicate a sharp drop
in performance improvement after the first iteration, and both indicate so
little improvement between the second and third iterations that third iter-
ation results are not reported in this study. Modified total performance
evaluation might show subsequent feedback iterations to be nearly as valu-
able as the first in moving the modified query toward the optimum query, and
thus might stimulate further study of later iterations of relevance feedback.

Two evaluation methods similar tc feedback effect evaluation have

been discussed, both of which indicate better preformance after feedback

ﬁj




than feedback effect evaluation does. One of these methods assigns all pre-
viously retrieved relevant documents the highest possible ranks and all pre-
viously retrieved non-relevant documents the lowest possible ranks. This
algorithm is here called 'best list' because it answers the question 'Using
all information available to the system, what is the best ranked list of
documents that can be presented to the user after the iteration being evalu-
ated has made a search?' This algcrithm would report better performance

for iterations after the first than any evaluation method discussed earlier
in this report, because it maximizes ranking effect for each query. However,
the impressive performance changes would not be informative, because most

of the improvement reported by best list evaluation would not be caused by

the changes made to the query vector as a result of feedback.

A better alternative that retains an outlook important to the user

is here called 'modified feedback effect' evaluation. Feedback effect
freezes the ranks of all documents presented to the user on earlier feedback

iterations, and assigns the first document retrieved on the ith iteration a

rank of iN+l, if N documents are used for feedback on each iteration. Modi-
fied feedback effact freezes the ranks of all previously retrieved relevant
documents, and assigns the first document retrieved on the ith iteration the

rank next below that of the last retrieved relevant document. Non-relevant

documents retrieved with ranks higher than that of the last retrieved rele-

vant document retain their earlier ranks, and non-relevant documents retrieved

Like modified total

with lower ranks are re-ranked by the modified query.

performance evaluation, modified feedback effect retrieves N new documents

on each iteration regardless of the rank of the Nth. It answers the ques-

tion ‘What is the best performance that can be achieved this iteration given

~
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the performance indicated by (i.e. without changing the ranks of) the rele-
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vant documents already seen by the user?' Hall and Weiderman define ranking
effect as “changes in the rank of relevant documents previously seen by the
user" (underscore mine) [17). By this definition, modified feedback effect
evaluation is the appropriate measure of feedback effect. Since non-rele-
vant documents retrieved below that last retrieved relevant document are re-
ranked rather than being pushed to the bottom of the list, all performance
improvement between iteratieons can be attributed to changes in the query.
Feedback effect evéluation and modified feedback effect evaluation
have a common characteristic; performance on each feedback iteration is
limited by the early retrieval performance already achieved. Thus neither

way of measuring 'feedback effect' directly answers the Hall-Weiderman

question 'How many new relevant documents are retrieved as a result of
feedback?' Rephrased in terms of overall performance so that ‘retrieved’

need not be defined, this question is ‘'What is the performance of the modified
query with respect to the relevant documents that have not yet been pre-
sented to the user?' By Rocchio's theory [9], this is equivalent to the

question 'How close is the modified query to the optimum query for the docu-

ments not yet presented to the user?' Therefore, to answer Hall and Weider-

man's question the evaluation method must treat the remainder of the docu-~
ment collection as a complete collection and the remainder of the relevant
documents as a complete set of relevant documents, and perform a total
performance evaluation of the modified query in this new environment. The
evaluation method constructed to answer the three equivalent questions posed
above is called ‘'residual collection' evaluation.

Three problems are encountered in the construction of a residual

collection evaluation method. The first and most obvious problem occurs

when all relevant documents are retrieved before all requested iterations
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are completed. This problem is solved by dropping ail queries that retrieve
all relevant documents from the query sample for later iterations, and
reporting the number of queries remaining in the sample for each iteration.
This solution has the advantage of eliminating all meaningless information
from the evaluation of each iteration to give an unbiased indication of the
improvement obtained as a result of feedback. Of course, a user in a real
environment might conduct fruitless searches, not knowing that all relevant
documents available had been retrieved. Residual collection evaluation
ignores this user's dilemma because there is no unambiguous way to take
account of it in the experimental environment.

The second problem occurs in averaging the performance of different
queries. Each query may have a different residual collection for a given

iteration. This poses no problem unless the number of documents used for

feedback is not the same for all queries, in which case the residual collec
tions are not the same size. The variable feedback situation does not
change the meaning of normalized measures or of recall-precision curves as
long as the appropriate collection size is used for averaging. However,
two possible methods of document curve construction exist. Recall and pre-
cision could be averaged after an absolute number of documents had been
retrieved, or at percentiles of the document collection. Since recall and
precision values change rapidly at the higher ranks and since all queries
would be averaged into the earliest retrieval points, the absolute number
of documents retrieved is an appropriate evaluation dimension for early
retrieval. Percentile of the collection is a better evaluation dimension
for document curves intended to summarize overall performance.

The third problem involves comparison of results between iterations.

For two retrieval algorithms, performance measures obtained by residual




collection evaluation could be dircctly compared for each feedback iteration.
liowever, if one iteration of a feedback strategy is compared to a previous
iteration of the same strategy, the question asked of the compariscon must be
specified. Direct comparison is appropriate if the question asked is of

this type: ‘How much more improvement occurred as a result of first iteration
fcedback than occurred as a result of second iteration feedback?' This is

a meaningful question that cannot be asked of other evaluation methods. How-
ever, a quite different type of question is often asked: 'Would it be
better for the user to perform a second feedback iteration thea to look at
the later retrieval of the first iteration?' The latter question is not
answered by direct comparison of residual collection mcasures, because it

is equivalent to the question 'Is the second iteration query closer to the

optimum query for the second iteration residual collection than the first

iteration query is?' Thus residual collection svaluation must provide the
option of re-cvaluating the performance of queries used for previous searches
in the residual collection constructed for a later search. This re-evalu-
ation is not Aifficult if the ranks assigned to relevant documents by earlier
iterations are saved. To calculate the performance of the first iteration
query in the second iteration residual collection, for example, all relevant
documents presented for feedback on the second itcration are deleted from

the saved list (or not saved) and the lowest rank assigned by the first iter-
ation to 2 document presented for second iteration feedback is subtracted
from each rank assigned to a relevant document by the first iteration. (This
'lowest rank' is the number of documents fed back on the second iteration.)
The adjusted ranks of relevant documents are used to calculate all measures
and the size of the second iteration residual collection is used for aver-
aging.

In spite of the greater complexity of calculation, residual collection




evaluation is recommended for future experiments with relevance feedback;
because it directly answers a hitherto uninvestigated question considered
most relevant to the evaluation of feedback strategies. Moreover, the view-
point presented by residual collection evaluation is appropriate to ctherv
areas of information retrieval research. Some of these areas are discussed
in later cections of this report.

An evaluation method has been proposed that avoids the controversy
petween feedback and ranking effect. The document collection is randomly
separated into two halves here called subset one and subset two. The feed-
back and query alteration are performed based on subset one, then the original
query and all altered queries are tested on the documents of subset two.
Subset two thus performs the function of a residual collection not containing
documents used for feedback. This evaluation method, here called test
collection evaluation, has the same advantages as residual collection evalu-
ation. It shares two residual collection evaluation disadvantages. First,
both methods require that previous queries be re-evaluated in the residual
or test collection. Of course, residual collection evaluation provides
several test collections while test collection evaluation supplies only one.
Second, both methods may encounter queries with no relevant documents in the
residual or test collection and that therefore must be dropped form the evalu-
ation. This condition is less likely in residual collection evaluation .
pecause the residual collection is as large as possible. Test collection
evaluation has one advantage and two disadvantages as compared to residual
collection evaluation. It has the advantage of using the same collection to
test all queries, while residual collection evaluation uses a different
residual collection for each query, causing the problems stated earlier.

on the other hand, residual collection evaluation has the advantage of pro-
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viding the largest possible collection for test purposes.in every cuee. AlsQ,
residual collection answers directl; a guestion not answered by test collec-
tion evaluation, which is the Hall and Weiderman question 'How many new rele-
vant document are retrieved As a result of feedback.' This question requires
the use of different test collections for each query, because the 'new rele-
vant documents' available to each query in the document collection are dif-
ferent.

Test collection evaluation thus provides a method of evaluation dis-
tinct from residual collection evaluation and having several advantages over
the evaluation methods previously employed. Its major disadvantage is the
need to halve the size of the experimental collection. However, test collec~
tion evaluation promises tc be a useful technique for providing direct com-
‘parison between varied feedback strategies, search techniques, vector construc-
tions, and other dissimilar experiments conducted over a long period and
using the same large document collection divided into the same subsets., It
parallels the commonly accepted procedure of providing a control group and
a test group for each experiment, and should be added to the evaluation
methods employed in information retrieval as soon as a large enough collec-
tion is obtained.

From consideration of the problems encountered in evaluating the
experiments reported, five recommendations for evaluation of relevance
feedback algorithms are made. First, larger document collections with larger
query samples should be obtained and statistical tests should be used to
support all average results. Second, weighted recall and precision, summary
measures analogous to normalized recall and precision, are recommended to
attach greater significance to early retrieval than to later retrieval.

Third, Quasi-Cleverdon interpolation is recommended over Neo-Cleverdon
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interpolation for constructing average recall-precision curves in the exper-

imental environment of this study, and further investigation of possible

definitions of 'equivalent performance' for queries having different numbers

of relevant documents is suggested. Fourth, three new evaluation methods

are constructed that are more appropriate for relevance feedback study than

existing methods. The three methods are called modified total performance

evaluation, modified feedback effect evaluation, and residual collection
evaluation. Each answers a different question that is relevant to the study
of interactive document feedback. Fifth, a previously suggested evaluation
method, here called test collection evaluation, is distinguished from resi-
dual collection evaluation and is recommended to provide directly comparable

studies of different types of retrieval and classification methods.

C. Feedback of Non-Relevant Documents

The results reported in Section VI-D and VI-E indicate that feedback
of non-relevant documents provides excellent retrieval for certain queries
and very poor retrieval for certain others. Although the causes of this
variability are not clear from this study, promising indications for further
research are found in Section VI-E. Similar investigation of subgroup
properties should be conducted in larger document collections with larger
query samples, because the sizes of some subgroups investigated are marginally
small for the statistical test used, especially when tied observations occur.
With a larger query sample, comparisons within subgroups as wrll as between
subgroups would be meaningful. Four research areas suggested by results

reported in Section VI-E are listed below.

1) Three findings indicate that for the Rocchio strategy, move-
ment of the modified query away from the original query

between the first and second jterations is correlated with




2)

3)

4)
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poor performance, especially with poor initial search results.
This direction of movement could be an effect of inadequate
feedback, or it could be an attempt to compensate for a poor
original query. Residual collection evaluation could deter-
mine whether the movement of the second iteration Rocchio query
further from the original query results in performance improve-
ment or performance degradation, and modified total perfor-
mance evaluation could determine whether the movement is

toward or away from the optimum query for all relevant docu-
ments. A difference in the results of these two evaluation
methods would raise implications for multiple query strategies

(discussed in Section VII-D).

Recall-precision curves (but not normalized measures) indicate
that the queries resulting in performance degradation with

the Rocchio strategy give poorer performance on the initial
search and poorer performance and less first iteration
improvement with the Q°+ strategy than other queries. If

this relationship holds in other collections, this type of
query should be studied separately to discover the causes of
this poor performance. It is possible that the relevant docu-
ments for these queries form two or more separated clusters in
document space. The implications of this possikility are

discussed shortly.

Further study of those queries that retrieve no relevant docu-
ments on the initial search should be conducted in an environ-
ment containing more such queries. The ingenuity of Stein-
buhler and Aleta {13] in artificially creating the same
retrieval situation by omitting retrieved relevant documents
from the collection leads to valid conclusions about nega-
tive feedback, but does not provide a valid means of investi-
gating the type of query that results in poor initial retrie-

val.

Finally, the joint relationship of number of concepts and

number of available relevant documents to the performance
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of positive and negative feedback strategies should be explored

in several ways. Some relevant questions are:

1) Does the relationship found in the Cranfield 200 collec-
tion hold in other environments? Does it hold for resi-

dual collection evaluation?

2) 1Is query vector length a better predictor than number
of concepts? If so, is the reported relationship caused
by the failure of this study to normalize the components

of the Rocchio query modification? Does the change in

query vector length after feedback have some relationship

to the reported phenomenon?

3) Can the number of documents retrieved on the initial search

be used as an estimator of the number of available rele-

vant documents? If so, can the system select an appro-=

priate strategy for each query before iteration? If not,
can another estimator be found that is known to the system

before iteration?

4) Do the queries with many concepts and few relevant have

similarities to the queries with few concepts and many

relevant other than that of poor perfcrmance on the Rocchio

strategy? Do these two groups differ in characteristics
other than number of concepts and number of relevant?
Does the Rocchio strategy fail for the same reason or

foria different reason in each group?

A hypothesis is presented that explains some of the observed per-

formance differences between the negative feedback strategies and the posi-

mental results reported. Hypothesis:

For most queries, for every vector Vv contained in the set
R of relevant document vectors there exists at least one

vector s contained in the set S of non~relevant document

nsistent with all experi-




vectors such that for some other vector r contained in R,
cos(r,s) is greater than cos(v,r). Further, for a signifi-
cant number of queries the.prevalence of such relationships
effectively prevents the retreival of some relevant documents
with reasonable precision by any relevance feedback strategy

that constructs only one query on each iteration.

This hypothesis states in effect that the documents relevant to a
single query are usually found in two or more distinct clusters in the
concept vector space, and that these clusters of relevant documents are
separated from each other by non-relevant documents. Further, it states
that for a significant number of queries this phenomenon will seriously
interfere with the retrieval of some relevant documents regardless of the
relevance feedback strategy employed. For any collection in which this
hypothesis is true, all relevance feedback algorithms tested in this study
are inappropriate for a significant percentage of retrieval requests. Al-
gorithmg constructing more than one query on each feedback iteration are
necessary in such an environment.

The anomalous results of the reported comparisons of positive and
negative feedback support the conclusion that the stated hypothesis is true
in the Cranfield 200 collection. Because this collection is a carsfully
chosen subset of a larger collection representative of a well-defined,
technical, limited subject area, this conclusion suggests that multiple
query algorithms or other means of simplifying the distribution of rele-
vant document vectors in the vector set being searched will be needed in
practical automatic retriecval systems.

The most ubiquitous indication of separated relevant clusters is

the typical negative feedback drop in normalized recall on the first iter-

ation. This decrease in normalized recall is coupled with a rise in total
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per formance normalized precision and in both total performance and feedback
effect precision at all recall levels. As was stated earlier, this com-
bination of measurements indicates that the Rocchio strategy raises the
ranks of some high-ranking relevant documents and lowers the ranks of
other low-ranking relevant documents. In fact, Figure 21 shows that both
negative feedback strategies tested are superior to positive feedback within
the top 8% of the ranked collection, but greatly inferior in recall after
20% of the collection has been scanned. Both negative feedback strategies
maintain a slight first iteration advantage in precision. The early nega-
tive feedback advantage is evident in spite of the frecezing of the top ranks
for feedback effect evaluation. Therefore it is evident that the ranks of
high-ranking unretrieved ralevant documents are being raised more by nega-
tive feedback than by positive feedback, but that the ranks of low-ranking
relevant documents arc being lowered much more by negative feedback to
cause a precipitous drop in the average recall difference betwéen negative
and positive feedback. Rephrasing the previous sentence in terms of query
vector movement, the use of ncarby non-relevant documents as well as nearby
relevant documents for feedback causes the query to move closer to other
nearby relevant documents than to nearby non-relevant documents, but at the
same time to move farther from relevant documents already relatively distant
than from relatively distant non-relevant documents. such a description
of vector position change is casiest to explain by assuring the presence of
non-relevant documents between the 'nearby' and 'distant' groups of rele-
vant documents. In particular, Figure 21 might indicate that the non-
relevant documents used forx feedback are between the retrieved relevant

documents and the 'distant' relevant documents, and actively push the

modified query away from low-ranking relevant documents.




Several characteristics of the groups of queries chosen by strategy
in Section VI-E are consistent with the hypothesis of separated relevant
clusters. The criterion for selection of the Q°+ and Rocchio groups is
retrieved within i N documents on the i 'th iteration, ranging from one to
three. The differences in normalized recall and precision between these
groups are caused by the Rocchio strategy. The normalized measures for
the Q°+ strategy are not significantly different between the Q°+ group and
the Rocchio group, but in the Q°+ group the Rocchio strategy degrades per-
formance and in the Rocchio group it improves performance. In addition,
the recall-precision curves of Pigure 28 and 29 show that the initial search
curve of the queries in neither group is the highest, while the initial
search curve of the Q°+ group is the lowest at low and medium recall levels.

The findings summarized above can be explained in terms of the
hypothesis as follows: The strategy differences are caused by the Rocchio
strategy because it uses negative feedback to discriminate better between
the retrieved relevant and retrieved non-relevant documents. If the retrieved
non-rclevant documents are badly positioned relative to some unretrieved
relevant documents, the Rocchio strategy specifically moves the query away
from these relevant documents while the Q°+ strategy merely moves toward
retricved relevant documents. Because the Rocchio strategy discriminates
better between relevamt clusters represented by feedback, it can have in-

ferior retrieval only if the Rocchio query is pushed away from all relevant

documents by negative feedback (only 2 cases) or if it moves away from'

many relevant documents in order to better discriminate between a relatively
small relevant cluster and nearby non-relevant documents. Since both
strategies use the same relevant documents for feedback on the first iter-

ation, only the hypothesis of separated relevant clusters can explain how




VII-33

negative feedback moves the query further away from relevant documents than

positive feedback. Since the described movement of the Rocchio query cannot

occur if the original query retrieves relevant documents that represent

the largest relevant clusters, the Q°+ group has poor initial search pcr-
formance. The Rocchio strategy has better early retrieval if the original
query retricves documents representing the largest clusters without retrie-
ving the entire cluster, that is, if the original query is good but not op-
timal. If the original query is already near-optimal both strategies will
have equally good performance. This reasoning explains the high average
performance of queries in neither group at all recall levels. The Rocchio
group and the Q°+ group are equally low in initial precision at high recall,
indicating that in both groups the original query is far from some separated

A}

clusters of relevant documents. Also, in Figuré. 30 the Rocchio strategy in

the Rocchio group has lower normalized recall on the first iteration than
the Q°+ strategy in the Rocchio group, indicating that even when the Rocchio
strategy provides better ecarly retrieval, it still lowers the ranks of dis-
tant relevant documents relative to the ranks assigned by the Q°+ strategy
to these documents. If no queries in the Rocchio group had separated clus-
ters of relevant documents, the higher early retrieval of the Rocchio stra-
tegy would lead to higher normalized recall also.

The first statement of the hypothesis is thus consistent with “eported
results. The stronger statement that the presence of separated clusters of
relevant documents will prevent full retrieval for a singificant number of
queries with any single-query fecdback strategy is supported by the low
average precision at 100% recall. The highest reported total performance
average precision at full recall is 45%, and the highest feedback effect
average precision is 33%. To further support this strongexr claim, the per-
formance of the individual queries for the Q°+ and Rocchio strategies are

eoxamined. Twenty-eight of the 42 queries display performance indicating
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the presence of separated relevant clusters; that is, as the correlation of
one‘relevant document rises, the rank of another relevant document falls.
Twenty-two of these queries display this behavior with the Qo+ strategy,
proving that the phenomenon is not caused only by negative feedback. Eighteen
queries seem seriously affected by the presence of separated relevant clus-
ters. For 12 of these queries, one Or more relevant documents are not re-
trieved within 20% of the collection, or 40 documents, by either positive

or negative feedback after three feedback iterations. The average precision
at 100% recall for these queries is 7.4% when the best strategy is checeen
for each query. Six more queries have at best less than 20% precision at
full recall and must search at least 10% of the document collection. The
average precision of -these six queries at full recall is 16% when the best
strategy is used for each query. The average rank of the last relevant
document retrieved by these queries is 73.5 at best. By contrast, the
average precision at full recall of the remaining 24 queries is 52.7% and
the average rank of the last relevant document is 10.4, at best. When the
worst strategy is chosen for each query the average final precision only
drops to 45.2%. The ocnclusion that either relevance feedback strategy is
inappropriate for 43% of the query sample is inescapable.

Examples of the retrieval behavior caused by separated clusters
of relevant documents are given in Figures 36, 37, and 38. Query 9 has only
two relevant documents, but these are separated from each other so that as
one rises in rank, the other falls. Positive feedback retrieves one of
these relevant documents and negative feedback retrieves the other. Figure
37 gives a more complex example. The Q°+ strategy uses only document 173
for feedback, thereby raising the ranks of five relevant documents and

lowering that of document 174. The second Q°+ iteration provides no feed-




Query 9: Qo+ Strategy Rocchio Strategy
Rank Iteration Rank Iteration
0 1l 2 0 1 2

1 179 179 179 1 179 179 179
2 112 112 112 2 112 112 112
3 3° 39 39 3 39 39 39
4 42 42 42 4 42 42 42
5 181 181 181 5 181 181 181
6 45 45, 45 6 45 25 25
7 62 62 62 7 62 71 71
8 116R—116R—116R 8 116R 41 41
9 97 97 97 9 97 64 64
10 188 188 188 10 188 3 3
11 31 31 117 11 31 85 o8
12 57 57 3 12 57 88 178

13 117 117 2 13 117 23 2R
14 2 2 158 14 2 101 /160
15 25 25 185 15 25 17 101
33 82R—82R 0 16 0 2R 0
42 0 0 0 18 0 16R 0

47 0 0 82R 20 0 0 116R
21 0 0 0
33 82R 0

An Example of an Individual Query
With Separate Clusters of Relevant Documents

Qo+ and Rocchio Strategies

Figure 36
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] Query 30: ot Strategy Rocchio Strategy
3 Rank Iteration Rank Iteration
: 0 1 2 3 0 1 2 3
1 39 39 39 39 1 39 39 39 39
2 173R 173R 173R 173R 2 173R 173R 173R 173R
3 188 188 188 188 3 188 188 188 188
4 42 42 42 42 4 42 42 42 42
5 7 7 7 7 5 7 7 7 7
6 199 156 156 156 6 199 176R 17€R 176R
7 41 41 41 41 7 41 27 27 27
8 23 44 44 44 8 23 97 97 97
9 30 199 199 199 o 30 156 156 156
10 156 23 23 23 10 156 101 101 101
11 178 176rR 30 30 11 178 49 96 926
12 181 101 178 178 12 181 134 141R 141R
13 44 118 101 101 13 44 96 44 44
14 131 27 181 181 14 131 3l 89 89
15 73 172R 172R 172R | 15 73 118 118 118
19 0 0 176R 0 19 0 0 172R 172R
23 172R 0 0 0 20 0 172R 0 0
25 174R 0 0 0 22 0 141R 0 0
27 0 0 0O 1l176r | 23 172R 0 0 0
28 0 1l41R 0 0 25 174R 0 0 0
30 0 0 174R 0 54 0 174R 0 0
32 0 0 0 1l4lrR | 67 0 0 171R 0
35 0 0 0 171R | 69 0 0 0 171R
39 0 174R 141R 0 71 176R 0 0 0
69 0 171R 0 0 {103 0 171R 0 0
71 176R 0 0 o |1l11 0 0 0 174R
; 77 0 0 0 174R |112 0 0 174R 0
' 80 0 0 171R 0 |115 0 0 175R 0
; 109 0 0 0O 175R {121 0 0 0 175R
% 118 0 175R 0 0 {130 0 175R 0 0
123 0 0O 175R O 1198 141R 0 0 0
198 141R 0 0 0 1199 171R 0 0 0
199 171R 0 0 0 1200 175R 0 0 0
200 175R 0 0 0
An Example of Complex Retrieval Behavior
Figure 37 X
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Query 3: Qo+ Strategy é Rocchio Strategy
Rank Iteration Rank Iteration
0 1 2 0 1 2
1 179 179 179 1 179 179 179
2 42 42 42 2 42 42 42
3 112 112 112 3 112 112 112
4 39 39 39 4 39 39 39
5 117 117 117 5 117 117 117
6 181 181 181 6 181 r4R—-—-~-4R
7 57R_ 45 45 7 573\?1 71
8 45 TR—57R 8 45 57R—>57R
9 152 152 152 9 152 foa———-aon
10 62 62 62 10 62 (32R—32R
11 182 182 31R 11 182 82  31R
12 153 153 J4R 12 153 152 200
13 31R—31R 182 13 31R/ 43 ,ie9
14 43 43 //aoa 14 43 3 {184
15 116 116 /180 15 116 ;{/ 199 | 34
17 0 0/ 0 20 301;;!' 0 ’ 0
20 30R—30R 32R 23 328 | 0 0
23 32R—3287 0 25 a8 \o! o
25 4R—-4R 0 27 0 "amf 0
124 33R-—33R_ O 36 0 0 33R
181 0 0 \.saa 85 0 0,7 o0
195 0 0 0 118 0 /331'{
124 33k 0

An Example of Good Rocchio Performance

Figure 38

On Separate Clusters of Relevant Documents




back, so the original query is increased in weight, lowering the ranks of
four relevant documents and raising document 174. Feedback of document 172
raises three of the lowered relevant documents, further lowers document 176,
and lowers &acument 174 again. The movement of the Q°+ query vector is not
consistent in direction, and little overall improvement in performance is
accomplished. Negative feedback achieves better early retrieval by retrie-
ving document 176 on the second iteration. All unretrieved relevant docu-
ments except the obviously separated document 174 rise in rank after the
first and second iterations. However, after retrieval of 141 and 172 the
ranks of 171 and 175 are lowered and that of 174 is raised slightly. iIn
Figure 38 the Rocchio query moves immediately to a cluster of relevant
documents including 4, 30, and 32, using only negative feedback. Document
57 drops slightly in rank and document 31 drops considerably. Retrieval of
document 57 by positive feedback raises document 31, but is much less
effective than negative feedback in raising 4, 30, and 32. Feedback of docu-
ments 4, 57, 30, and 32 to the Rocchio strategy is needed to raise the ranks
of documents 31 and 33 at the same time; in two other cases the ranks of
these two documents change in opposite directions.

The inconsistent changes in rank from one iteration to the next dis-
played in these three figures are typical, and indicate that neither the
Rocchio nor the Q°+ strategy is optimal in the experimental collection.

In summary, four areas of future research are recommended involving
feedback of non-relevant documents. Queries retrieving no relevant documents
on the first iteration should be Studied, the relationship between the corre-
lation of the modified gquery to the original query and performance should be

determined, and the joint relationship of query size and number of relevant

documents to positive and negative feedback differences should be explored.
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A hypothesis explaining the observed performance differences between posi~-
tive and negative feedback is presented, and evidence of its validity is
found in the reported results. Many queries have separated clusters of rele-
vant document vectors, and are modified by both positive and negative feed-
back algorithms in such a way as to make early retrieval of some relevant
documents impossible. The conclusion that all strategies tested in this
study are inappropriate to this retrieval environment because of the pre-
valence of queries having separated clusters of relsvant documents is
supported by investigation of indivwidual queries. In Section VII-D, a
strategy more appropriate to the environment of this study is proposed.
Study of the relative Qistribution of the vectors describing relevant docu-

ments in other collections is recommended.

D. Partial Search and Multiple Query Algorithms

All relevance feedback algorithms evaluated in this study require
a search of the entire document collection for each iteration. In a dacu-
ment collection one hundred times as large as the experiniental collection,
several full searches per query would be prohibitively expensive and time-
consuming on present computers. Since collections of 20,000 documents or
more are often encountered in practice, the use of partial search strategies
is imperative. No attempt to investigate partial search algorithms is
made in this study because the subdivisions of the collection would be far
too small to be realistic. However, some of the discussion earlier in Sec-
tion VII can be extended to partial search algorithm experimentation.

In this section, prior investigations of partial search algorithms
in the Cranfield 200 collection are briefly reviewed. Next the evaluation

of cluster search techniques is discussed and measures for tha evaluation
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of partial searches and of the general usefulness of a clustering scheme
are suggested. Then a new cluster search algorithm  is suggested, based

on the hypothesis stated in the previous section.

The hypothesis discussed and supported in Section VII-C strongly

suggests that an algorithm employing more than one query is needed in the
environment of this study. A cluster search algorithm employing relevance
feedback and constructing a separate query for cach selected cluster is
presented in detail. Then an earlier study of a query splitting algorithm
in the Cranfield 200 collection is briefly reviewed. Suggestions for other
multiple query algorithms involving relevance feedback are made based on the
conclusions of Section VII-C. Finally the clustering of previous requests,
suggested by Salton, and the modification of document descriptions based on
user requests and relevance judgments are discussed as possible solutions
to the problems presented by the hypothesis of that section.

Rocchio [9] proposes an algorithm that assigns every document vector
to one or more clusters of similar docunient vectors, using the distance
function that is employed for retrieval in the collection. He suggests that

the centroid vectors of the clusters formed by the algorifhm be used as a

pseudo-collection for a Preliminary search, and that only the document vectors

in those clusters with centroids nearest the query vector be examined for
retrieval. (Hereafter the phrase 'the cluster nearest a query' refers to
the cluster with its centroid vector nearer to the query vecter than the
centroid vector of any other cluster.) Rocchio's clustering algorithm has
the following advantage over other methods of partitioning the documents of

a collection.

a) clusters are generated automatically.




VIiI-41

b) The cluster size and number of clusters in the collection can be

controlled by parameters.

s e a

c) A document may be assigned to more than one cluster. This fea-

ture allows for documents concerning more than one subject,

i S

and may increase the probability that all documents relevant

to a query can be found by searching only a few clusters.

s D e

Results of two studies of Rdcchio's algorithm in the Cranfield 200
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collection are here summarized. Salton [22] reports search results after
using Rocchio's algorithm to cluster the ADI regular thesaurus vectors and
the Cranfield 200 word stem vectors. At all attainable recall levels, pre-

cision is lower for the cluster searches than for the full search, except

R R
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after the 6 clusters nearest the query (30.9% of the document vectors) are
searched in the Cranfield 200 collection. Salton concludes that a signifi-
cant reduction in processing time is achieved with relatively little pre-
cision loss (maximum 15%), and recommends cluster search as a money-saving
possibility for users not requiring high recall. He also suggests that the
queries submitted by previous users be clustered in collections in which
either the document space'or the subject classifications are subject to rapid
change. He proposes a general search algorithm combining cluster searxch
with relevance feedback and other techniques. This algorithm  first per-
forms a query cluster search, and then chooses progressively more accurate
techniques as needed to retrieve relevant documents. Document vectors for
relevance feedback may be selected from the results of a full search ox of
a partial seaxch.

Leech and Matlack [23] compare the results of clustering the Cran-
field 200 regular thesaurus vectors with those of clustering the Cranfield

200 word stem vectors. They conclude that in the regular thesaurus vector




collection clusters of a size equivalent to five percent of the collection
size are optimal, but that larger clusters are needed in the word stem col-
lection. A cluster search of the thesaurus collection gives better recall-
precision results than a cluster search of ﬁhe word stem collection except
for large clusters at less than 28% recall. The recall-precision curve
generated by searching the two clusters nearest the query using the best set
of clusters formed from the thesaurus vectors is slightly higher than the
full search recall-precision curve at all recall levels. This result does
not indicate that searching two clusters provides better precision than a
full search at all recall levels. Because all relevant documents may not
be found in the nearest two clusters, some recall levels cannot be achieved
for some queries. Extrapolated values for these unattainable recall levels
are nevertheless averaged into the recall-precision curve. The average
‘recall ceiling', that is the average value of the highest attainable recall
level for each query, is 53.4% for the two nearest clusters. On the average,
9.6% of the collection is scanned to obtain this recall ceiling. It appears
that performance improvement is achieved for low recall levels and search
cost is significantly reduced by a two-level search of Rocchio clusters
formed from the Cranfield 200 regular thesaurus vectors.

The evaluation of partial search algorithms presents several prob-
lems. In the previous paragraph, difficulty is encountered in interpreting
a comparison of performance measures obtained from a partial search and from
a full search. In the SMART system at Cornell [24] the full number of rele-
vant documents is used to calculate all recall and precision measures. Thus
the evaluation of partial search results is intended to answer the question

'How well c&én a partial search retrieve all relevant documents from the

total collecticn?' This question is answered incompletely by partial search
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recall-precision curves, because these curves give no indication that some
recall levels cannot be achieved for some queries, and in fact extrapolated
precision values are assigned to unattainable recall ievels. The SMART
system reports the average recall ceiling for every partial search to give
some indication of the recall levels that can be attained. However, because
this reported recall ceiling is an average vadlue, some queries may achieve
higher recall levels and some may not achieve the ceiling level. Salton [22]
and others report partial search results as recall-precision curve segments.
For a search of the nearest n clusters, only the curve segment from the
recall ceiling of the search of n-l clusters to the recall ceiling of the
search of n clusters is graphed. This type of graph recognizes the recall
ceiling problem inappropriately, because some achieved recall levels below
and above the bounds of the reported curve segment are ignored. The implied
assumption that the performance of the n-cluster search is the same as that
of the n-l1 cluster search up to the n-1 cluster recall ceiling is false,
because all documents in the n clusters are ranked together by the search,
so all documents from the nth nearest cluster are not necessarily retrieved
at the bottom of the ranked list. Leech and Matlack [23] report the full
recall-precision curve for each partial search and indicate the recall
ceiling as a point on the curve. Their solution of the evaluation problem
is better than that of reporting curve segments, because no attained recall
levels are ignored. However, the problem of distinguishing attainable from
unattainable performance remains.

By extension of the discussion of recall-precision intexrpolation in
Section VII-B, the SMART rightward extrapolation method for partial search

recall-precision curves defines an equivalence relation between partial search
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performance and full search performance at all recall levels not attained by
the partial search. The results of performance comparisons between partial
and full searches are largely dependent on the equivalence relation defined

by the choice of a rightward extrapolation method. The definition of an

documents by precision interpolation at unattained recall levels seems rea-

i
|
|
1
|
|
equivalence relation between queries with different numbers of relevant %
sonable. The definition of an eguivalence relation between a partial search ;
and a full search of the same query by precision extrapolation at unattain- %
'able recall levels is less easily justified. A possible alternative is

to refuse to extrapolate to the right, but instead to average at each i
recall level only queries that attain equivalent or higher recall. For each ii
point on the recall-precision graph of a partial search, the number of queries
attaining that recall level would be reported.* This alternative as pro-

posed above eliminates doubt of the validity of partial search recall-pre-

cision curves at high recall levels, but still does not provide direct per-

formance comparison to a full search curve because different querias would

be used for averaging the high recall points. It would be possible to con-

struct for each partial search curve a matched full search curve that averages

at each recall level the full search precision of the queries attaining

equal or higher recall on the partial search. This second alternative gives

a directly interpretable comparison between full and partial search recall-

precision curves by failing to report all full search results. Each of the

proposed partial search recall-precision curves illuminates the experimental

situation from a different angle; all three curves may be needed in some

*The SMART system now reports the number of queries achieving a given recall
or less without extrapolation so that the extent of leftward extrapolation
at low recall levels can be estimated.
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cases to provide even and unshadowed lighting.

Though partial search and full search recall-precision performance
is difficult to coupare, the document curves provide a direct answer to
another question relevant to partial search strategies: 'What performance
has been achieved by each search after the same percentage of the total
collection has been scanned?' The document curves report recall and preci-
sion at several possible cut-off ranks, so they can be used to answer ques-
tions of the form 'Is it better to give the user all n documents in the
nearest cluster or the top n documents of the full search?' These curves
provide direct and meaningful comparability between partial and full search
strategies and between alternative partitions* of the same collection.

In the preceding discussion the distinction between attained perfor-

mance and attainable performance arises. Recall ceiling is a measure of

the highest recall attainable in a cluster, though that recall may be attained

after only part of the ciuster has been searched. Since different multi-
level search strategies might use the same set of document clusters, attain-

able performance may provide a better indication of the general usefulness

of a given partition of the document collection than the performance attained

by one particular search strategy. In a study of clustering in the ADI
collection, Grauer and Messier [25] use three measures that are not related
to the search strategy employed, but that may be used jointly to indicate
the utility of a given partition of a document collection. One of these
measures is recall ceiling, an indicator of attainable performance. The

other two measures are called 'user percentage scanned' and 'machine percen-

*Hereafter, a set of clusters such that their union includes all document
vectors in a collection is called a partition of the collection.
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tage scanned'. These three measures are defined below in terms unrelated

to any specific search strategy:

il A SRl gL S a5

Let N = number of documents in the collection !
C' = number of clusters in the partition being evaluated :
Q = number of queries in a representative query sample used

for evaluation

Then given a number of clusters n and a query i, let

A e I e N e o R R i S P s > i

Rg = the number of documents relevant to query i in the n

N

clusters closest to query i.

D? = the number of documents in the n clusters closest to

query i.

R, = the total number of documents relevant to guery i in 3
the collection,

Then
Q o |
recall ceiling (n) =1 i
e T K

the average ratio of the number of documents in the nearest n

clusters to the total number of relevant documents.

Q -

Dn 3

user percentage scanned (n) =_1 E i ]
Q i=1 N ] i

the average ratio of the number of documents in the nearest n

clusters to the collection size.

Q
. ~ N' Dph+c
machine percentage scanned (n)} = 1 1
N
i=1

Q

the average ratio of the number of vectors searched by a two

level partial search of the nearest n clusters to the number
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of vectors searched by a full search of the document collection.
Machine percentage scanned is a system=-independent indicator of
the search time or search cost of a partial search relative to a
full search. (For a partial search strategy involving a different
number of vectors, the machine percentage scanned strategy could

be changed to indicate the changed search cost.)

As Grauer and Messier [25] point out, these three measures do not
provide direct comparability between alternative partitions of the collec-
tion. The type of question asked of these measuree is 'If partiticn A
yields an average recall ceiling of 25% for the nearest two clusters, and
these two clusters include 30% of the collection, while partition B yields
an average recall ceiling of 35% and the nearest two clusters include 40%
of the collection, which partition is better?' An answer to this type of
question is here proposed that leads to two directly comparable and mean-
ingful measures of the utility of alternative partitions of a document
collection. The first measure is based on the notion of generality number
used by Cleverdon and Keen (18]. The generality number of a collection is
the ratio of the average number of documents relevant to a query (calcu-
lated from a representative query sample) to the number of documents in the
collection. In a collection with a higher generality number, precision is

generally higher [18). The goal of a two level search using a partition of

the documents collection is to find the same relevant documents by searching

fewer document vectors. Therefore, the partition used should effectively
increase the generality number of the searched collection for each query,
that is, it should select for each query a subset of documents containing

more relevant documents in proportion to the subset size than the entire

collection contains in proportion to its size. The 'generality factor'
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defined below is a strategy-indecpendent measure of the extent of which a

given partition of the document collection accomplishes this aim:

Q Rn R
GF (n) =1 g:' i * R{
@ il pp o N

1

the average factor by which the proportion of relevant documents
to searched documents is multiplied by clustering the document

vectors and selecting the n clusters closest to each quepy.

A second measure, called the cost factor, is based on the compara-
tive cost of a partial search to a full search, as is the machine percen-
tage scanned. The cost factor is defined with the same structure as the

generality factor:

n

Ry s Ri
n, N
Di C

the average factor by which the proportion of relevant documents

Cr (n)

=1
Q 1=l

to searched vectors is multiplied by clustering the document
collection and selecting the n clusters closest to each query.
Note that a cost factor greater than 1 indicates that the cost of

a partial search is lower than that of a full search.

The generality factor and cost factor each define an equivalence relation
between two partitions that may achieve different recall ceilings with docu-
ment subsets of different sizes.

It is interesting to note that a re-evaluation of the Grauer and
Messier [25] results using estimates of the generality factor and cost
factor measures clearly shows that clustering the 82 document ADI collec-

tion isn't worth the trouble. Only a few runs have generality factors as
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high as 2.0 and for these runs the cost factor is less than one, indicating
a search cost gregter than that of a full search. By contrast, the Leech
and Matlack [23] clusters in the Cranfield 200 collection yield estimated
generality factors from 3 to 9 and estimated cost factors from 1.5 to 2.6.
In larger collections, the difference between the generality factor and the
cost factor of a run would probably be smaller. For comparison of different
partitions of a document collection, it is suggested that for each partition
n (number of clusters secarched) be increased until a recall ceiling of 100

is reached, and that the generality factor and/or the cost factor be plotted

against the recall ceiling for each possible n.

One further suggestion for cluster search algorithms can be made on

the basis of the hypothesis stated in the previous section. The Rocchio

clustering algorithm has been used with enly one two level search strategy,

T RS T S T R R RART e

that of choosing the nearest n clusters and ranking in one search operation
all documents in these n clusters. This procedure may not be ideal for
most queries. If n equals 2, for example, the centroid of the second
cluster may be farther from the original query than that of the first
cluster, indicating that in general the documents in the second cluster
are farther from the original query than those in the first cluster. It is
g possible, therefore, that some if not all relevant documents in the second
cluster are retrieved later in a joint search of both clusters than are
some non-relevant documents in the first cluster. If all relevant docu-
ments form a single cluster in the unpartitioned document space, this problem
does not occur. However, according to evidence in Section VII-C the rele-
vant documents are usually separated from each other in the document space.
If each Rocchio cluster is searched separately, however, the user's

query is only required to separate the relevant documents in each cluster
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from the nonrelevant documents in the same cluster, rather than to separate
all relevant documents from all nonrelevant documents in the clusters
searched. Within a single Rocchio cluster, the occurrence of separated
clusters of relevant documents might be less evident than in the full collec~
tion. In fact, for some queries each separated cluster of relevant docu-
ments might be found in a different Rocchio cluster, thus providing within
each cluster a retrieval situation that a single query can resolve.

The foregoing argument suggests a cluster search algorithm that
ranks each document relative to other documents in the same cluster, and

retrieves the highest ranking documents from each cluster: searched. Con-

struction of such an algorithm presents a strategic problem - in what order
are the documents to be presented to the user? This problem can be rephrased
in terms of performance evaluation - given the ranks of all documents rela-
tive to other documents in the same cluster, how are ranks to be assigned

to all documents in the collection for comparison with other strategies not

using the same partition of the document space? The simplest method is to

assign the first n ranks in rotation to the first document of each cluster
searched, and so on. This 'rotation' method of ranking all documents makes

no special provision for clusters of different sizes or for clusters that

might be expected to contain more rele¢vant documents. Modified rotation

methods might be constructed that automatically assign more high ranks to

documents in the larger clusters, or to documents in the clusters nearer to

the original query. Another alternative worth testing is to rank all docu-

ments according to the distance of each document from the original query

relative to the distance of the cluster containing that document from the

query. Coefficients providing this ranking could be nbtained by subtracting




from the correlation coefficient of each document the coefficient of the
centroid of the cluster containing that document. Because the Rocchio clus-
tering algorithm allows cluster overlap, an overall ranking method must
define the rank of a document appearing in more than one cluster. Such a
document might be assigned the highest of the possible ranks, or perhaps
the rank assigned by its position in the cluster nearer the original query.

Investigation to determine the most appropriate ranking method for
combining separate cluster searches should be conducted. Residual collec-
tion evaluation, defined in Section VII-B, is a valuable tool for such a
study. If each cluster is evaluated separately, the efficiency of the query
in separating the relevant documents from the nonrelevant documents within
each clister can be determined, and can be compared to the ability of the
same query to separate all relevant from all nonrelevant documents in the
searched clusters. With this information the feasibility of separate clus-
ter searches, and of some of the possible ways of combining them, can be
estimated.

It is evident from Section VII-C that a multiple query algorithm
is usually needed to separate a;l relevant documents €rom all nonrelevant
documents in the full collection. The preceding discussion indicates that
a partial search algorithm might take advantage of the possibly simplified
retrieval task within each selected cluster of documents by searching each
cluster separately. However, even if only one query is required for ideal
retrieval within each cluster, it is very unlikely that the same query can
accomplish this task for every selected cluster. A combination of relevance
feedback and cluster search techniques is indicated, to tailor a specific
query for each retrieval situation encountered in processing a user's

request.
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The partial search relevance feedback technique proposed here treats
each cluster as a separate document space, and could use any relevance feed-
back algerithm to construct a query intended to separate relevant from non-
re'evant documents within that cluster. Any technique using relevance feced-
back to construct a single query for each document cluster on the lowest
search level of a partial search algorithm is herein called 'cluster feed-
back'., A detailed description of a general two-level cluster feedback al-
gorithm is presented below. 1Two considerations in defining this combined
algorithm have not becn encountered in the cluster search or relevance feed-
back strategies discussed in this report. The first is the possibility of
using relevance feedback to select additional clusters to be searched, seen
in steps 6~8 below. The second is the economic need to abandon the search
of unproductive clusters as soon as possible. The methods of discarding
queries that are incorporated into the suggested cluster feedback algorithm
could also be used for full search relevance feedback and for the multiple
query feedback algorithms discussed later in this section.

The detailed algorithm description below includes some explanation
and lists alternative strategies for critical steps. Figure 39 displays an

abbreviated algorithm description in flowchart notation.

A Two-Level Cluster Feedback Algorithm:

Step 1 Search all cluster centroid vectors and select the clusters closest
to the original query q,:
The number of clusters selected might be the same for each informa-
tion request. However, other possibilities should be investigated,
such as selecting all clusters with centroid correlations to q,

greater than some II, or choosing a cut-off after the nearest cen-

troid c, such that cos(ci, qo)-cos(ci+l, qo) is greater than some
A.
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Step 2 Search all clusters selected in Step 1, szlecting the documents

Step 3

nearest to d,-

The number of documents to be selected from a given cluster

might be partly determined by the number of clusters selected, by
cluster size, and/or by the distance of the cluster from the query.
The variable feedback and combination feedback techniques used for
full search relevance feedback might be employed, but a maximum
number of documents to be retrieved from a given cluster should

be defined to avoid unnecessary feedback from unproductive clusters.

Obtain user relevance judgments on the documents selected from all

clusters.

The remaining steps may be iterated as indicated until the user is

satisfied with the search results or until all clusters have been discarded

as candidates for further search.

Step 4

Step 5

Step 6

Construct a new query for each cluster that has been searched,
using the original query, any other query or queries that have
been used to search that cluster, and the documents retrieved from
that cluster.

Though any relevance feedback algorithm could be used in Steps 4
and 6, the Rocchio algorithm is suggested for use with Rocchio

clusters and the cosine correlation coefficient.

Discard any query constructed in Step 4 that contains fewer than
k concepts. Also discard the associated cluster.

This step is optional, and is needed only when negative feedback
is used in Step 4. Sce Step 10b for a related method of dis-

carding unproductive queries.

Construct a new centroid search query using the original query,
any previous centroid search query, and the documents retrieved
from all clusters.

Steps 6-8 optional. The utility of this process in retrieving
additional clusters containing relevant documents should be inves-

tigated. An experimental system should include the possibility of




Step 7

Step 8

Step 9

Step 10

Step 11
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omitting steps 6-8 after j iterations.

Select the clusters with centroids closest to the centroid search

query of Step 6.

The numbers of clusters to be selected in this step may be deter-

mined in the same manner or in a different manner than in Step 1.

The number of additional clusters selected might be allowed to

influence the number of documents to be selected from each cluster

in Steps 8 and 9.

Search the cluster just selected by Step 7 using the centroid

search query constructed in Step 6.

Search all other clusters that have not been discarded.
The number of documents retxieved from each cluster might be
determined in the same manner or in a different manner than in

Step 2.

Discard any query and associated cluster that does not meet the

following criteria as a result of Step 9.

a) All documents in the cluster have been retrieved.

Present the documents last retrieved in Step 9 to the
user but do not ask for relevance judgments.

b) Of all unretrieved documents in the cluster, the span between

the highest and lowest correlation is less than some d.

This condition indicates that the query is too general to

select more documents from the cluster, since all remaining
documents are about the same distance from the query. Check-

ing for this condition may make Step 5 unnecessary.

c) The highest correlation of any unretrieved document in the

cluster with the original query is less than c.

This condition indicates that the query is too specific,

because the cluster contains no more documents similar to it.
The later discussion of multiple query algorithms suggests

alternate queries for this condition.

Obtain relevance judgments on all documents selected in Steps 8

and 9 except those documents selected from clusters discarded in

Step 10.

T R A TR o

R

_,‘Fm‘_:“_‘



VII=-55

Step 12 Discard any query and associated cluster that has retrieved no
new relevant documents in M iterations.
Step 12 may not be needed if all conditions suggested in Step
10 are checked.

Return to Step 4 to search all clusters that have not been

discarded, including those new clusters last selected by Step
8, if any.
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Compared to full search relevance feedback, the above algorithm

will provide improved retrieval at decreased search cost if the following

conditions are true:

l. The partition of the document space must not overlap so much

that more documents are processed by searching the selected

T N
e Ty

clusters separately than by searching the full document collec-

tion. ;

2. The retrieval problem within each cluster must be simpler
than the retrieval problem in the full collection. In the
ideal case each cluster would:require only one query for ideal

retrieval.

3. The cluster selection in Steps 1 and 6 must select those
clusters containing relevant documents, and must select few
unproductive clusters. If unproductive clusters are selected,

they must be discarded early in the iterative process.

Condition 1 can be controlled by the Rocchio clustering process.

Condition 2 is likely to be true in environments similar to that of the
present experiments. Investigation to determine the document vector
collections, document space partitions, query types, algorithm variations, ‘?.
and algorithm parameters (k,c,d, etc. in algorithm description) resulting

in improved performance at lower search cost should be conducted. Large

document and query collections (at least 1000 documents and 500 queries)
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should be used for all experiments with this algorithm.

Although the retrieval situation within each cluster is probably
simplified by cluster feedback, separated clusters of relevant documents
might still be encountered, particularly in large document collections
divided into relatively large clusters. Therefore, it may still be neces-
sary to investigate the possibility of constructing a query for each sepa-
rated relevant cluster in a set of documemts. In this report, a 'multiple
query' relevance feedback algorithm is defined as a strategy that constructs
more than one query to search the same set of documents on the same feedback
iteration, whether that set of documents is a standard cluster or the full
document collection. This definition is used to stress an important distinc-
tion between multiple query algorithms and simple cluster feedback, which
constructs only one query per iteration to search each selected document
cluster. Although cluster feedback constructs more than one query, it may
still use the feedback algorithms based on Rocchio's assumption that all rele-
vant documents are grouped together in the document set being searched.
Multiple query algorithms are constructed to provide improved retrieval in
cases when this assumption is not valid, so such algorithms require the de-
velopment of relevance feedback strategies radically different from those
studied previously.

The only previous investigation of a multiple query algcrithm in
the SMART system uses the Cranfield 200 collection. Borodin, Kerr, and
Lewis [26] study a straightforward technique for constructing multiple

queries, called 'query splitting'. Whenever the relevant documents retrieved

by some query q form two or more clusters that are relatively far from each
other in the document space, each such cluster of retrieved relevant docu-
ments is used separately to form a new query. The two highest nonrelevant

documents retrieved by q are used for negative feedback in forming each new
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query. If all retrieved relevant documents arc nsar each other in the docu-
ment space or if no relevant documents are retrieved, only one new query is
formed using the Dec 2 Hi strategy. A retrieved relevant document is con-
sidered 'far' from another if the correlation between them is less than some
constant times the average correlation of q with all documents retrieved by
g on that iteration.

The algorithm described is tested on the 24 Cranfield queries that
retrieve more than one relevant document on some iteration with N equal to
S. A 'user measure' table details the relative performance of each query
for which the retrieval of the first 25 documents is changed by query split-
ting. Borodin, Kerr, and Lewis conclude that the result in this table
'favor query splitting', and add that the relative performance of their
query splitting algorithm would be better in larger collections. They.
suggest that an additional query formed by negative feedback alone should
be constructed for each iteration, and that methods of discarding unpro-
ductive queries be included in the algorithms.

The following facts can be ascertained from the data available from
the experiments presented herein and the user measure table presented by

Borodin, Kerr, and Lewis.

l. The carly retrieval of 1l of the 24 queries is changed by
query splitting (when 12.5% of the collection has been

retrieved).

2. Only 4 of these 1l queries are improved by query splitting.

Performance of the other 7 changed queries is degraded.

3. None of the 12 queries for which the Rocchio strategy per-
forms more poorly than positive feedback (the Q°+ group) are
improved by query splitting. One of them is degraded.

4. Only 2 of the 18 queries seriously affected by the presence
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of separated clusters of relevant documents are assisted by

query splitting. Four of these queries are degraded.

The above findings contradict the conclusion of Borodin, Kerr, and

] Lewis, and indicate that query gplitting does not solve the problem for ]

which it was constructed. The contention of the three authors that gquery
splitting would be more effective in a larger collection is probably true,

% but it is evident from the previous section of this report that there is 5
considerable room for improvement in the Cranfield 200 collection. The 1
failure of query splitting in the collection studied indicates that the 4
algorithm tested is inadequate as a solution to the retrieval problems
caused by separated clusters of relevant documents.

% ; The query splitting strategy tested constructs a specific query

’ for each relevant cluster represented by retrieved documents. However, it

is probable that the queries displaying the poorest performance do not

retrieve relevant documents from each separated relevant cluster. Query

] ; splitting is still based on the Rocchio assumption found invalid in this
1 ; collection that the retrieved relevant documents are representative of all
relevant documents. Cluster feedback as suggested earlier in this section
assumes that separated relevant clusters will not seriously affect retrieval
within the standard document clusters used to partition the document space.
Unless this assumption can be verified in typical document collections by
outstanding cluster feedback results, less optimistic strategies should
also be investigated.

Two considerations uniquely characteristic of multiple query algo-~

rithms are the basis of the following discussion. The first is the possi-

bility of constructing more than one query from relevance feedback on
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retrieved documents. The second is the need to construct useful queries
under the assumption that the documents used for feedback are not neces-
sarily representative of the documents remaining in the collection being
searched.

Borodin, Kerr, and Lewis [26] compare the correlation between
retrieved relevant documents to the average query-document correlation for
a given iteration, in order to define clusters of retrieved relevant docu-
ments. One query is then constructed using each retrieved cluster. However,
the discussion in Section VII-C of this report indicates that if negative
feedback is used, the distance between two relevant document vectors may be
less important than the presence of a nonrelevant document vector between
them. Therefore, it is suggested that separated rather than separate rele-
vant clusters be sought. Two relevant document vectors r and v would be
assigned to different clusters if there exists a nonrelevant document n
retrieved previously or concurrently such that cos (n,v) is greater than
cos (r,v) and cos (n,r) is greater than cos (r,v). Any retrieved relevant
document vector that is in this way assigned to more than one cluster could
be assigned only to the cluster closest to it, or if the distances bhetween
alternative clusters are near equal, could form a separate cluster. It is
clear from Figure 40 that the suggested clustering criterion is quite
strong. Even though an ideal single query could retrieve all three relevant
documents in the situation syminlized, each of them is assigned to a dif-
ferent cluster because the one nonrelevant document is closer to each than ..
are the other two relevant documents.

If the clustering critericn suggested above is used, there is a

possibility that a defined cluster of retrieved relevant documents could be

broken up by a nonrelevant document retrieved on a subsequent iteration. The
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defined relevant cluster could be brokén into smaller clusters and a new
query formed from each. Thig re-clustering would require that the algorithm
have access to all vectors of relevant documents retrieved on previous
iterations and that it determine the relationship of each nonrelevant docu-

ment used for feedback to ecach document of the relevant cluster defining

the query being altered. The clustering criterion defined by Borodin, Kerr,
and Lewis [26] does not raise this problem. However, the suggested choice

of separated clusters of relevant documents guarantees no feedback conflicts

between relevant and nonrelevant documents used to alter the same query,
and also minimizes the number of queries formed by avoiding the formation
of different clusters of relevant documents until such a feedback conflict
is likely to occur.

It has been established that the information obtained from

retrieved relevant documents may not be sufficient to retrieve all relevant
documents. In the present SMART system, the only available source of infor-
mation about relevant documents not represented by retrieved documents is

the user's original query. A multiple query strategy should make specific

use of the concepts chosen by the user to exprass his needs, and should
: ensure that none of these concepts are ignored.
There are three ways in which a concept from the original query

can be effectively cancelled from the search by a strategy using positive

and negative feedback. First, other concepts found in the retrieved rele-
vant documents may have much larger weights and thus greater effect on
subsequent iterations than a user-selected concept not found in the first
relevant documents retrieved. Strategies using relevant documents only
and giving extra weight to the original query do not solve this problem

(see Section VI-B) because a concept appearing in the original query and
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in relevant documents will still outweigh a concept found only in the query.
To give an extreme example, a query on 'the aerodynamics of birds' addressed
to the Cranfield collection would quickly become in effect a question on
'aerodynamics'd By contrast, a human librarian confronted with this situ-
ation might make a special effort to find any document concerning ‘'birds’.
There are several ways in which similar stress on concepts not
immediately found in retrieved documents can be incorporated into an auto-
matic multiple query search. The construction of one query using only nega-
tive feedback (also suggested by Steinbuhler and Aleta [13]) would elimi-
nate concepts found in nonrelevant documents without disproportionately
increasing the weight of any concept. 1In some cases however, it might be
more effective to pinpoint precisely the concepts that are being ignored.
In the example given, any query that still contained the word 'aerodynamics'
would probably not retrieve a document containing only the rare concept

'birds'. Therefore, a query constructed by subtracting the retrieved rele-

vant documents from the original query might be useful, on the theory that
if any user-chosen concepts remain after such drastic negative feedback,
something should be done about it.

The second and third ways in which a user-selected concept can be
ignored are caused by negative feedback. The user may employ a concept
ocecurring in the given collection only in documents not relevant to his
needs. In this case, of course, negative feedback appropriately eliminates
the misleading concept. The third possibility is that an initial query
concept is used in the collection with more than one meaning, and thus is
relevant in one context and irrelevant in another. 1If nonrelevant documents

containing this concept are retrieved first, negative feedback may erase

meaningful information. This third case might explain the type of behavior




displayed in Figure 37, and the complete query erasurée occurring with all
negative feedback to query 34. There is no way in the present SMART system
to distinguish the third possibility from the second, to judge whether a
user concept erased by negative feedback should be re-inserted or forgotten.
aAdding information about concept-concept relationships to the system
might enable a negative feedback algorithm to distinguish a completely irre-
levant initial concept from a concept relevant in the appropriate context.
For each concept in the thesaurus, a weighted list of other concepts often
occurring in the same document as the given concept should be stored. For

a concept used in two ways in the collection, this list would include

related concepts from both possible contexts. The suggested lists could be

constructed automatically from the document vectors, perhaps by using the
asymmetric coefficient of concept similarity suggested by Salton for auto-
matic hierarchy construction [3]. If a concept from the original query is
eliminated by negative feedback, the query could be immediately reformulated
by adding some number of related concepts to the previous query and then

repeating the same negative feedback. Added concepts appropriate to irre-

levant contexts might be eliminated by negative feedback while added con-

cepts from the relevant context might be retained, preserving by context 2
the intended meaning of the eliminated concept in the user's query. This
suggestion is a variation of the strategy suggested by Kelly ([14] (see ?
Section III), but differs in that concepts closely related to eliminated |
initial query concepts rather than concepts occurring frequently in the

collection are added to the query. The idea detailed above is here called

\

the 'related concept Kelly strategy' and is appropriate to both single and

§ multiple query feedback algorithms.

Another way of supplying context information to the SMART system




VII-€S

without requiring permancnt storage involves the use of negative query weights.,
If all document weights are positive, a concept weight below zero in a query
tends to indicate that documents containing that concept are not relevant.
(it may be important to realize that with negative weights, the cosine corre-
lation coefficient as calculated by the SMART system has a range from -1 to
+1 and no longer corresponds to the cosine of the angle between the vectors.)
Negative query weights could be used to supply context information to differ-
entiate possible meanings of original query concepts as follows: A ‘'non-
relevant context' vector is constructed by adding together the vectors of

the nonrelevant documents retrieved, and then setting every concept occurring
in the original query to zero. In other words, concepts contained in

the original query are ignored when they appear in nonrelevant documents.
Then a new search query is formed by multiplying the nonrelevant context
vector by some constant less than one and then subtracting the resulting
vector from the original query vector. The suggested procedure preserves
all original query concepts with their original weights. However, any other
concepts that occur in nonrelevant documents are given a negative weight.
Thus if two unretrieved documents contain the same original query concepts
with the same weights, the document having the fewest other concepts in
common with retrieved monrelevant documents is retrieved first. The use
suggested above for negative query weights is here called 'selective nega-
tive weighting' and is appropriate to single query or multiple query stra-
tegies. Selective negative weighting avoid the negative weight problem
encountered by Kelly [14], who did not preserve the original query and

found that all cosine correlations with the new query were often negative.
If all cosine correclations are negative after selective negative weighting,

either the suggested multiplier constant is too large or else no documents
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in the collection contain the original query concepts in a context that has
not been declared nonrelevant by negative feedback. Selective negative
weighting may also be used when relevant documents are retrieved, in which
case only the concepts from the original query are set to Zero in the non-
relevant context vector. 1In this way the deletion of superfluous or mis-
leading concepts from relevant document feedback by negative feedback may
still occur. If negative weighting is used with the related concept Kelly
strategy, preservation of the original query concepts may not be necessary.
The discussion thus far has described two distinct types of queries
that could be constructed by a multiple query algorithm, each type of query -
serving a distinct purpose. The 'specific' query is a type of query con-
structed from a cluster of retrieved relevant documents to retrieve similar
documents. The 'general' query is constructed to retrieve documents not
represented by the retrieved relevant documents. These two types .of query
contrast in structure as well as in purpose. The specific query is largely
constructed from document abstracts and contains many concepts of high weight,
at least at first. Because the specific query vector is long and contains
many concepts, few document vectors will have high correlations with it.
The general query is constructed from the original query and possibly from
related concepts, and has fewer concepts with lower weights. Thus in the
specific query discarding superfluous and misleading concepts is a prime
consideration, while in the general query preserving and clarifying the
meaning of the original query is the chief aim. A multiple query algorithm
should therefore use different relevance feedback strategies for general
than for specific queries. Some of the consideration important in altering

each type of query are listed below:
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The specific query is intended to select only relevant documents
similar to a retrieved cluster of relevant documents. Therefore
by Rocchio's theory, the optimum query to differentiate the
retrieved cluster from all other documents, including other
relevant clusters, should be approached by iteration. That

is, the retrieved relevant cluster should provide positive
feedback and all other documents retrieved by any query,
relevant or nonrelevant, should be used for negative feedback.
Since general queries have fewer positively weighted concepts,
each general query should perhaps be altered only by the

nonrelevagt documents it retrieves.

The Crawford and Melzer study may indicate that the original
query need not be used in constructing specific queries.
By contrast, only the original query is used for positive

feedback to general queries.

Since a specific query is intended to select documents similar
to retrieved relevant documents, it should be discarded quickly
if no similar relevant documents are found, or if no spread

in query-document correlation is produced (if all remaining
documents are roughly the same distance from the query).
However, the highest query-documen’ .orrelation can be fairly
low without indicating that a specific query is useless as a
selector. The Rocchio strategy does not necessarily construct
a query that is close to relevant documents, but rather one
closer to relevant than to nonrelevant documents. In the
situation symbolized in Figure 40, the single query that best
separates the relevant documents from the nonrelevant docu-
ments is some distance from each depicted document. There-
fore specific queries should be discarded quickly on the
criteria described in steps 10b and 12 of the cluster feedback
algorithm presented earlier but should not be evaluated by the
criterion described in step 10c. On the other hand, & general
query is intended to retrieve relevant documents of types not

previously encountered. The shorter and less detailed general

query typically correlates more strongly with more documents
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than the specific query, and has a smaller spread in query-
document correlations. Therefore, the criteria of steps 5
and 10c are of greater importance in judging the worth of a

general query than the criteria of steps 10b and 12,

Since each specific query searches a relatively small area in
the document space, the immediate construction of a new speci-
fic.query for any retrieved relevant documents that cannot be
added to the cluster defining the retrieving query may not be
redundant. However, since a general query might retrieve a
wide variety of relevant documents, any relevant document
retrieved by a general query that has been previously or con-
currently retrieved by any specific query should be ignored
in processing the general query. Further, any relevant docu-
ment retrieved by a general query that can without conflict
be added to the cluster defining one and only one specific
query should be so treated rather than being used to form a

new specific query.

If the retricved relevant cluster defining a specific query is
subsequently separated by a retrieved nonrelevant document to
be used for feedback to that query, a new query should be formed
for each subclueter without using the previous query defined

by the original cluster. 1In this way each specific query is
defined by a single cluster of relevant documents and no rele-

vant documents separated from that cluster are included in the

- positive weight of the defined query.

Although single query algorithms are known to be inadequate for

retrieval, it is not clear whether all the complexities suggested in the

foregoing discussion are necessary. Before further experimental effort is

invested in multiple query algorithms of this type, the related concept

Kelly strategy and selective negative weighting could be tested in the Cran-

field 200 collection by ignoring retrieved relevant documents as Steinbuhler

and Aleta do [13]). 1If both of these strategies prove ineffective, the use-
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fulness of the general query in a multiple query algorithm is doubtful, un-
less some other means of clarifying the meaning of the original query is
found.

Figure 41 details a multiple query algorithm incorporating separated
clusters of retrieved relevant documents, the related concept Kelly stra-
tegy, all suggested query deletion procedures, two general queries, and
distinct feedback algorithms for specific and general queries. Selective
negative weighting can be incorporated into this algorithm in a straight-
forward manner. Some strategic choices in the construction of the charted
algorithm were made to simplify programming and to reduce computer time,
others were made to illustrate the possibilities for generality and may not
be the most efficient choices. The level of detail presented in Figure 41
is intended to aid the serious experimenter in constructing similar algo-
rithms, and may not be of general intexest. The algorithm charted may be
simple enough to be meaningfully tested in the Cranfield 200 collection.
More ccmplex algorithms should be tested with larger query collections so
that several examples of each possible alternative in the algorithm are
encountered.

.Any multiple query search algorithm increases the cost of retrieval
by repeated searching of the same set of documents. It might therefore be
economical to invest more time in procedures not taking place for each
search if this off-line effort would create single query retrieval situations
for most users, either in the full collection or in standard subsets of the
collection. Better methods of document vector construction and clustering
are thus important fields for research.

Two promising cff-line techniques that might improve most retrieval

situations are discussed briefly. The first of these is the clustering of
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CLUSTER

QUERY

After concepts related to 1 has been added to one
query, concept 1 is removed from list L. The

constructed query is stored in Gl'

clusters all documents on list LR by the criterion
described in the definition of 'cluster j', adds
the new clusters to the set J of clusters j, and
clears list LR.
forms a specific query Sj for each cluster j on
iteration I as follows:

"
5, = K A rg -n] N

i=1

A Multiple Query Algorithm

Figure 41 (contd)
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previous queries suggested by Salton ([22], All original queries submitted

to the retrieval system are saved, along with the documents found relevant

to cach query by the user during the search. When enough queries have accum-
ulated, the query vectors are clustered by Rocchio's clustering algorithm or

a similar method. Then the documents found relevant to the query vectors in
each query cluster are grouped and used as a standard cluster for search., The
user's query is first compared to the centroid vectors of the query clusters
(not of the documents in the cluster) then to the concept vectors of the
documents in the standard clusters defined by the query clusters closest to
the user's query. Salton mentions that 'request clustering' would provide a
means of automatically adjusting the retrieval algorithm to vocabulary shifts
in a fast-moving technical field, especially for a document collection that
attracts a homogenous user population. Request clustering offers another
possible advantage, that the standard clusters of document are not based on
the location of the document vectors in the document space. That is, the docu-
ments in the standard cluster defined by a query cluster (the cluster of docu-
ments relevant to the queries in the cluster) may not be adjacent in the decu-
ment space, but may be intermingled with documents from other standard clusters.
It now appears that the documents relevant to a query are usually found inter-
mixed with nonrelevant documents. Request clustering may offer a greater
possibility of simplifying such a retrieval situation than does document clus-
tering.

The idea of request clustering is based on several assumptions. These
assumptions deserve review as indications of initial dire-tions for investi-
gation.

1., It is assumed that the relationship of cach document in the
collection to one or more request clusters is well-defined.

For this assumption to be valid, each document should be

relevant to several queries in the clustered sample.
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2. For a user environment, it is assumed that relevance informa-
tion obtained during search is an adequate representation of
the needs of the user formulating the query. This may not
always be the case, since an inadequate search may fail to
reveal relevant documents that the user does not know are
available. The appropriateness of the relevance judgments
obtained for experimentation is even more important in request

clustering than in other retrieval experiments.

3. It is assumed that similar queries have similar sets of rele-
vant documents, and that dissimilar queries tend to have non-
overlapping sets of relevant documents. The failure of the
first half of this assumption casts doubt on the basic ration-
ale of request clustering. The failure of the second half
might mean that a costly degree of standard cluster overlap
is unavoidable. Both halves of this assumption can be tested
statistically in various document and query collections before

request clustering is implemented.

4, If request clustering is used in preference to document clus-
tering, it is assumed that documents retrieved by similar
queries are more appropriately related for retrieval purposes
than are documents with similar descriptor vectors. This
assumption can only be tested by using the same cluster search
algorithm with request clusters and with document clusters.

It might be found true for some search algorithms and false for

others.

If assumption 4 is true, it suggests that the document vectors
should be altered to correspond with the relationships indicated by user
requests and relevance judgments. Means of dynamically altering the docu-
ment space using previous user queries and relevance judgments have been
investigated, and two algorithms that permanently alter the document vec-
tors have been suggested. Both algorithms are here discussed.

Davis, Linsky, and Zelkowitz [27] base their approach to document
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space modification on two assumptions, here quoted:

a) "For a given query, concepts which appear more frequently in
relevant documents than in nonrelevant documents probably con-
tribute significantly to the relevance of the pertinent docu-

ments. The significant concepts are related to one another and

often occur in conjunction with one another. Thus by raising
the weights of these concepts in all documents within the
entire space which contain occurrences of these concepts,

similar documents are brought closer together".

b) "Any relevant document (as determined by user feedback) which
does not contain an instance of a given concept determined
to be significant is likely to contain material which none-
theless relates to this concept. Therefore, this concept is
added to that relevant document. It is expected that by

increasing the weights of these concepts more relevant docu-

% ' ments will be clustered together and ultimately retrieved

when a similar query is processed in the future".

The algorithm suggested by Davis, Linsky, and Zelkowitz is almost
completely described by their assumptions. From user relevance judgments on
the first 15 documents retrieved by the initial search, a vector of 'signi-
ficant' concepts is formed by subtracting the sum of the vectors of retrieved
nonrelevant documents from the sum of the vectors of retrieved relevant
documents and setting all negative weights in the resulting vector to zero.
This vector is then divided by the sum of the vectors of all retrieved docu-
ments. Each significant concept thus is assigned a positive fractional
weight proportional to its significance. Every document in the space is
then multiplied by (1 + di). Also, each significant concept i is added to
every relevant document vector not c0n€aining it, in accordance with

assumption b).
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A closer examination of the assumptions quoted predicts the effects
of the resulting algorithm. Assumption a) states that because concept iis
important in distinguishing the retrieved relevant documents from the re-
trieved nonrelevant documents, the importance of concept i in the document
space should be emphasized by raising the weights of every occurrence of
concept i. The algorithm based on this assumption tends to increase the
correlation coefficients among all documents containing concept i. It
tends to decrease the correlation of any document containing concept i with
any document not containing concept i, because concept i appears only in
the denominator of the cosine correlation between two such documents. How-
ever, since the documents used to select concept i as 'significant' are
all retrieved by the user's query, all have relatively high correlations
with that query; that is, both the relevant and nonrelevant documents
retrieved contain a relatively high proportion of the concepts found in the

query. Therefore the concepts that best distinguish between retrieved

relevant and retrieved nonrelevant documents are not %ikely to be found in
the user's query. The suggested algorithm is thus likely to decrease the
correlation of most altered documents with the user's query. Assumption
b), by suggesting that concept i be added to every retrieved relevant docu-
ment not containing it, guarante: s that the correlation of every retrieved
relevant document with the user's query is lowered.

In fact, Davis, Linsky, and .Zelkowitz report that while their
algorithm does bring relevant documents closer together in the document
space, it degrades the retrieval performance of the user's query. The
three authors then argue that the resulting clustering of relevant documents

is a desirable result and that relevance feedback can be used to overcome

the initial degradation of performance and provide ultimately better re-
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trieval. 1In their examples relevance feedback in the modified document
épace provides better retrieval than relevance feedback in the urmodified
space. However, the examples given of document-document correlations show
that while some unretrieved relevant documents are broyght closer to some
retrieved relevant documents and to each other, these affected documents
are moved further away from still other relevant documents.. This result
indicates that not all relevant documents contain the concepts selected as
significant discriminators.

Ignoring for the moment the unfortunate reported effects on initial
retrieval and examining only assumption a), the suggested algorithm can be
questioned on theoretical grounds. Assumption a) states that all concepts
found useful in distinguishing relevant from nonrelevant documents in the
existing document space should be emphasized by increasing all weights
assigned to that concept. The resulting process is essentially circular
in that it uses the characteristics of the document vectors to change the
document vectors. Imagine an ideal document collection in which every
document is equally needed by users and every concept is equally useful in
distinguishing among documents. Given a representative sample of infor-
mation requests, the suggested algorithm would .emphasize each concept in
turn, resulting in no effective change to the document space. In a typical
collection, this algorithm wnhuld eventually eliminate concepts that are
either relatively useless for discriminating between documents or that are
useful only for discriminating among documents not often requested. Only
the first of these effects can be considered useful. In short, the suggested
algorithm does not accomplish what should be its prime aim, to alter the
document space in such a way as to provide retrieval performance closer

to that expected by the users.
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Brauen, Holt, and Wilcox ([28) suggest a simpler document vector
modification algorithm that does accomplish this aim. The concept vector
of the user's query is added to the vectors of documents sclected by the user

as relevant to that query. The document vyector modification formula is:

di = (l-a) di + o]

where qo is the user's query vector normalized to be equal in length to the
document vector di' This formula does not change the length of the document

vector.

A 425 document subset of the Cranfield 1400 collection, in which

each document is relevarnt to at least one query, is used to test this algo-

rithm. The 155 available queries are partitioned randomly in two ways into

an update sample of 124 queries and a test sample of 31 queries. For values | E
of a from 0.05 to 0.4, an average 3.3% improvement in normalized recall and
15.5% improvement in normalized precision are obtained. Every improvement
F is significant at the 1% level, as measured by the T-test. The changes in -
a cause no significant change in performance.

In one special experiment the modification algorithm is applied to

a document space of zero vectors; that is, documert vectors are derived
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from the queries and relevance judgments only. Results approaching the
performance in the original document space are obtained, with normalized
recall 1.2% lower and normalized precision 13.4% lower than the original
results, Since 425 document vectors are being defined entirely by the
information contained in only 124 queries, these results are surprisingly

good.

The results reported by Brauen, Holt, and Wilcox indicate that

queries and relevance judgments contain information useful to future re-
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trieval. The speical experiment strongly suggests that given a larger query
sample to use for document vector modification, this information may in fact
be of more value than that contained in the original document vectors. Thus
assumptions 3 and 4, stated in the earlier discussion of request clustering,
are supported. Two cautions in generalizing these results to practical
retrieval systems ars necessary. First, Brauen, Holt, and Wilcox force
assumption 1 to be true by their intelligent selection of a document collec-
tion. In an actual system, there is no guarantee that every document will
be relevant to at least one query in a modification sample. Second, the
relevance judgments supplied for experimental evaluation are used for docu-
ment vector modification ever though some of the relevant documents would
not have been retrieved by an initial search of the user queries., There-
fore assumption 2 is not tested by these experiments. Further investigation
of these two assumptions in realistic document and query collections is
needed. Nevertheless, the results reported by Brauen, Holt, and Wilcox
encourage the investigation not only of document space modification but also
of request clustering.

An analogy to document space modification is found in the more fully
explored field of adaptive pattern recognition. An adaptive system first
described by Nilsson [29) and studied by many later experimenters is directly
comparable to the SMART‘system in several meaningful respects, The task of
a pattern recognition system is to assign each pattern presented to the
correct class of patterns; for example, to recognize each spoken word as a
‘one', 'two', or other single digit. For each class i of patterns to be
recognized, a weight vector w, is constructed. A pattern X is assigned to
class if and only if Wy X is greater than wj-x + O for all classes‘j not

equal to i. The following adaptive algorithm adjusts the weight vectors to




VII-82

a set of patterns used for ‘training’.

I1f a pattern x belonging to class i is presented to the system, and
W, X is greater than wj-x + 0 for all j not equal to i, no adjustment to
the weight vectors takes place. However, if for some k not equal to i the
dot product w.ex is less than w,-x + O, the pattern x is added to the vec~-

k

tor w. and subtracted from the vector Wy The parameter 0 is greater than
1l and is called the 'training threshold'.

The concept vector of a user's query is analogous to the input
pattern in such a pattern recognition system. The query ‘'pattern' is
assigned to a 'class' by the SMART system when a document is selected as
relevant to the query. The document vectors thus correspond to the weight
vectors W, Just as similar patterns are assigned to the same class by the
pattern recognition system, similar queries select similar documents in the
SMART system. 1In fact the vector dot product WX equals the sum § wi xj,
and therefore corresponds exactly to the cosine correlation coefficient
whenever the two vectors are of length 1.

The one weakness in the suggested analogy is obvious - each query is
expected to select more than one document as ‘'relevant', while each pattern
is assigned to only one class. Nevertheless; a 'training algorithm' for
document vectors can be constructed that should improve this 'multi-class
assignment' in the sameway that the adaptive pattern recognition algorithm
improves single class assignment. Such an algorithm would modify the SMART
document vectors using queries as patterns and relevant documents as 'cor-
rect responses'. An adaptive algorithm for document space modification is

here stated in information retrieval terminology-

Given a set of user queries with relevance judgments, the document
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vectors are altered as follows:

1f for all i such that document i is relevant to the submitted query
qge and for all j such that document j is not relevant to 9y cos(di,qo) is
greater than cos(dj,qo) + 0, no adjustment to the document vectorxs i3 made.
However, if this condition does not hold each vector di denoting a relevant
document i is processeéd in order of its correlation with q  as follows:

If there exists a document k such that vector dk has not yet been
adjusted by this query q, and k is not relevant to qge and cos(dk,qo) + 0
is greater than cos(di,qc), then the query 9, is added to the vector di and
subtracted from the vector dk having the highest correlation with 9, If
there exists no nonrelevant document meeting all these requirements, but
there exists a document k with previously adjusted vector dk meeting the
other requirements, the query 9, is added to di but not subtracted from dk'
The suggested order of processing insures that a different nonrelevant docu-
ment is decremented for every relevant document incremented whenever this
is possible. The suggested multi-class adaptive algorithm is more cautious
than the single-ciass adaptive algorithm in that the vector associated with
each correct response is incremented only once while in the pattern recog-
nition algorithm the vector associated with the single correct response is
incremented once for each incorrect response that is decremented. Also, the
single-class adaptive algorithm decrements all incorrect responses that are
stronger than the correct response. In a document retrieval situation; a
similar procedure could decrement every nonrelevant document in the space.
The algorithm suggested above limits the number of document vectors decre-
mented to the number of relevant document vectors incremented. An alterna-
tive way to limit negative document vector adjustment is to decrement the

vectors of all nonrelevant documents retrieved within the first n. If com-
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putting time allowed, this document space modification algorithm could adapt
during any relevance feedback algorithm suggested in this study by incre-
menting the retrieved relevant document vectors and decrementing the retrieved

nonreievant document vectors. Only the initial query rathcr than the Queries

modified by relevance feedback should be used to adjust the document vectors.
In a document retrieval application, some means of controlling the

length of the modified vectors is needed. A decrementing formula analogous

to the length-preserving incrementing formula suggested by Brauen, Holt, and

Wilcox, is di = (1 + a) di - aqo.

The further investigation of the adaptive document space modification
algorithm suggested is encouraged by two findings, the successful perfor-
mance of the analogous single-class adaptive algorithm in many different
pattern recognition applications, and the improved results reported by
Brauen, Holt and Wilcox, whose algorithm increments relevant document vectors
in the same manner as the suggested algorithm without adjusting nonrelevant
document vectors. Since the algorithm suggested discourages incorrect
respenses as well as encouraging correct responses, it shoud be even more
effective than the Brauen, Holt, and Wilcox algorithm in adjusting the
responses of the retrieval system to the expectations of its users.

In this final section of this thesis, implications for future research
are drawn from the conclusion reached in Section VII-C that the documents
relevant to one query are not normally clustered in an exclusive area of the
document space. With reference to partial search algorithms, new measures
for evaluating the potential usefulness of a given partition of the docu-
ment collection regardless of the search algorithm used are suggested.

The cluster search alyorithm is shown to be inappropriate in environments

similar to the experimental collection, and a better cluster
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search algorithm is proposed. A combination of cluster search with relevance
feedback that constructs a separate feedback query to search each cluster is
supported as a possible solution to the problem posed by separated groups of
relevant documents. If cluster feedback is found inadequate, strategies
that construct more than one query to search the same set of documents are
shown to be necessary. Several suggestioﬁs for the design of such multiple
query algorithms are made, culminating in a detailed flowchart of an algo-
rithm that can be meaningfully tested in the Cranfield 200 collection.
Finally, request clustering and permanent document space modification are
discussed as ways of possibly providing single query retrieval situations
for most users by investing time in off-line processing rather than length-
ening the search process. An algorithm for adaptive document space modifi-
cation using queries and relevance judgments is constructed by analogy to a
well~-tested methed that performs a similar function in adaptive pattern

recognition systems.

Summazry

Several algorithms that allow user interaction with an automatic
document retrieval system by requesting relevance judgments of selected
sets of documents are investigated. All relevance feedback algofithms
tested improve the average retrieval obtained. The improvement caused by
relevance feedback is greater in a larger, more realistic document collec-
tion (Cranfield 200) than in a smaller and less realistic collection (ADI).

No singlz feedback strategy is found to give superior retrieval for
all queries. Algorithms using only relevant documents for feedback can be
made effective for queries that retrieve no relevant documents on the initial
search in two ways, by supplying additional documents for relevance judg-

ERIC ments or by using nonrelevant documents for feedback.
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In general, the performance of negative feedback algorithms (those
using nonrelevant documents for feedback) is variable. Negative feedback
gives worse performance on some queries and better performance on others
than the more consistent positive feedback strategies. On the average,
negative feedback moves the query closer to the optimum query defined by
Rocchio than does positive feedback, but does not differ significantly from
positive feedback from the viewpoint of the user during feedback.

A study of selected subgroups of queries provides three interesting
results. First, movement of the query constructed by the Rocchio strategy
further away from the original query rather than back toward it on the
second iteration is related to poor performance and poor initial search
results., This direction of query movement could be a result of inadequate
feedback, or it could be an attempt to compensate for a poor original query.
Second, the queries for which the Rocchio strategy gives less improvement
than positive feedback have the worst initial search perfommance, queries
for which positive feedback is inferior have much better initial search
performance, and queries for which negative and positive feedback are equal
have the best initial search retrieval. Third, queries having few concepts
and few relevant documents and queries having many concepts and few relevant
documents tend to give less improvement with negative feedback than with
positive feedback, while queries for which the number of concepts and number
of relevant documents are directly related give more improvement with nega~-
tive feedback. 1If a predictor of the number of relevant documents available
for each submitted query can be found, this relationship could be used to
select the feedback algorithms appropriate to each query.

The observed contrasting behavior of negative and positive feedback

algorithms can be explained by a hypothesis presented in Section VII-C.
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Hypothesis:
A hypothesis is presented that explains some of the observed perfor-

mance differences between the negative feedback strategies and the positive

feedback strategies investigated, and is consistent with all experimental

results reported.

Hypothesis:

For most queries, for every vector v contained in the set R of rele-
vant document vectors there exists at least one vector s contained in the
set S of nonrelevant document vectors such that for some other vector r
contained in R, ces(r,s) is greater than cos(v,r). Further, for a signi-
ficant number of queries the prevalence of such relationships effectively
prevents the retrieval of some relevant documents with reasonable precision
by any relevance feedback strategy that constructs cnly one guery on each

iteration.

This hypothesis states in effect that the documents relevant to a
single query are usually found in two or more distinet clusters in the con-
cept vector space, and that these clusters of relevant documents are sepa-
rated from each other by nonrelevant documents. Further, it states that
for a significant number of queries this phenomenon will seriously inter-
fere with the retrieval of some relevant documents regardless of the rele-
vance feedback strategy employed. For any collection in which this hypo-
thesis is true, all relevance feedback algorithms tested in this study are
inappropriate for a significant percentage of retrieval requests. Algo-
rithms constructing more than one query on each feedback iteration are
necessary in such an environment.

The ancmalous results of the teported comparisons of positive and
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negative feedback support the conclusion that the stated hypothesis is true
in the Cranfield 200 collection. Because this collection is a carefully
chosen subset of a larger colilection representative of a well-defined,
technical, limited subject area, this conclusion suggests that multiple
query algorithms or other means of simplifying the distribution of rele-
vant document vectors in the vector set being searched will be needed in
practical automatic retrieval systems.

Section VII contains many recommendations for future research in
relevance feedback. Positive feedback with the combination feedback stra-
tegy that presents more documents to users that judge no documents relevant
on a given iteration is recommended in Section VII-A for environments simi-
lar to the Cranfield 200 collection. Nonrelevant document feedback is
recommended for users who f£ind no relevant documents after a maximum number
of additional documents have been presented. Section VII-B discusses the
evaluation problems encountered in this study. New global measures similar
to normalized recall and normalized precision are suggested. The Quasi-
Cleverdon interpolation method is recommended in perference to Neo-Cleverdon
interpolation for recall-precision curves. Three new evaluation viewpoints
for relevance feedback are suggested, one of which is appropriate to other
areas. A fourth evaluation-method is discussed and recommended for general
use.

Section VII-D discusses the implications of the conclusion reached
from the hypothesis of Section VII-C for partial search strategies, multiple
query strategies, request clustering, and document space modification. Two
new measures for evaluating the usefulness of a given partition of the docu-
ment collection regardless of the partial search algorithm employed are

presented. The clustar search algorithm used in earlier studies of Roochio's
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clustering algorithm in the SMART system is inappropriate where groups of
documents relevant to the same query are separated by nonrelevant documents,
so a new cluster search algorithm is presented., This new algorithm is
combined with relevance feedback to form a cluster feedback algorithm that
creates a different query to search each document cluster. Several design
considerations for multiple query algorithms, strategies that construct
more than one query to search the same set of documents, are proposed, cul-
minating in a detailed algorithm simple enough to be meaningfully tested

in a small document collection. Finally, request clustering and document
space modification are discussed as possible ways of making multiple query
algorithms unnecessary by additional processing that does not take place
during the search. An algorithm for permanent adaptive alteration of the
document vectors using queries and relevance judgments is constructed by
analogy to a well-tested algorithm that performs a similar function in

adaptive pattern recognition systems.
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